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#### Abstract

In this work an algorithm for the evaluation of N -dimensional piecewise-linear (PWL) functions is presented. The type of PWL representation which is considered is the denominated simplicial representation that is defined in a N -dimensional domain partitioned by hyperplanes and divided into simplices. The algorithm performs a local function computation into the specific simplex where the evaluation point is found. The simplicial PWL (S-PWL) interpolating equations are collected into a matrix system which adopts the form of the decomposed PWL models. The algorithm works directly with this decomposed model and determines the value of the S-PWL function simply by its values on the vertices.


## RESUMEN

En este trabajo se presenta un algoritmo para la evaluación de funciones lineales a tramos (LAT) Ndimensionales. El tipo de representación LAT que es considerado es el denominado descripción simplicial que se define en un dominio N -dimensional particionado por hiperplanos y dividido en símplices. El algoritmo realiza un cómputo local de la función en el símplice específico donde se encuentra el punto de evaluación. Las ecuaciones de interpolación de la representación LAT simplicial (LAT-S) son colectadas en un sistema matricial que adopta la forma de los modelos LAT descompuestos. El algoritmo trabaja directamente con este modelo descompuesto y determina el valor de la función LAT-S simplemente mediante su valor en los vértices.
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## 1. INTRODUCTION

Piecewise linear (PWL) functions are widely used in circuit theory [1-3], image processing [4], and system identification [5]. The evaluation of this type of functions has been approached in different ways by diverse algorithms such as comparator architectures [6], neural networks [7], and, more recently, sorting data structures [8]. The aim of this paper is to present an algorithm for the S-PWL computation based on the decomposed formulation of the simplicial model. The main contribution of this work is the procedure for determining the $N$-dimensional hypercube path in a simplicial decomposition. The paper is organized in the following way: In Section 2, a general scope of the S-PWL is given; Section 3 deals with the decomposed S-PWL representation; the evaluation algorithm is presented in Section 4, and an illustrative example is described in Section 5.

## 2. THE SIMPLICIAL PWL FUNCTION

In this section, a brief description of the simplicial piecewise-linear function (S-PWL) is approached. For further details about this kind of representation, the reader is referred to [9]. Let us consider, for
simplicity, a two dimensional domain. If a boundary configuration is defined so that the entire domain is partitioned into simplices and a function value is associated to each intersection (given by a vertex), as illustrated by figure 1, then it is possible to define a PWL function with the following characteristics [10].
a) Considering the function values assigned to each vertex, a unique linear (local) function is defined for each simplex.
b) The different linear (local) functions that are continuous on the boundaries of the partition define a continuous PWL function.


Figure 1. Constructive approach in a two dimensional S-PWL function.
The extension of this idea to a $N$-dimensional domain leads us to define simplices of $N+1$ vertices. Then, if one function is associated with each vertex, it is possible to uniquely determine a linear (local) function for each simplex. In this way, a continuous PWL function is determined by the collection of all the local functions. From this procedure, it is clear that any arbitrary PWL function defined over the simplicial boundary configuration introduced is uniquely determined by its values on the vertices. In reference [11], this function constructive approach is used and it is stated that a PWL function defined over a $N$-dimensional simplicial domain can be expressed by the weighted sum:

$$
\begin{equation*}
\boldsymbol{F}(\mathbf{X})=\sum_{k=1}^{N+1} c_{k} \mu_{k} \tag{1}
\end{equation*}
$$

Where $N$ is the $N$-th dimension, $\mu_{k}$ are internal parameters, and $c_{k}$ are the values of the function at the boundary vertices of the simplex where $\mathbf{X}$ is located. In order to gain insight in the geometrical meaning of those variables and parameters, Figure 2 depicts a two dimensional PWL function with a $(3 \times 2)$-grid. In this figure, the (local) representation of $\boldsymbol{F}(\mathbf{X})$ at the $\{(1,1),(1,2),(2,2)\}$-simplex is considered. Notice that the triangular shadowed region over the simplicial partition indicates the simplex where $\mathbf{X}$ is found, and $\left\{c_{11}, c_{12}, c_{22}\right\}$ is the set of values of $\boldsymbol{F}(\mathbf{X})$ at the simplex vertices $\left\{v_{11}, v_{12}, v_{22}\right\}$.


Figure 2. Two dimensional S-PWL function at the\{(1,1),(1,2),(2,2)\}-simplex.
In accordance with Eq.1, $c_{1}=c_{22}, c_{2}=c_{12}$, and $c_{3}=c_{11}$. The $\mu$-parameters result from the simplicial decomposition of $\mathbf{X}$. That type of decomposition is reported in [12], and it states that a point $\mathbf{X}$ belonging to a $N$-dimensional simplicial domain can be decomposed as

$$
\begin{equation*}
\mathbf{X}=\sum_{k=1}^{N+1} \mu_{k} \mathbf{v}_{k} \tag{2}
\end{equation*}
$$

with $\mu$-parameters fulfilling the relation

$$
\begin{equation*}
1=\sum_{k=1}^{N+1} \mu_{k} \tag{3}
\end{equation*}
$$

Where $\mathbf{v}_{k}$ are the vertices of each simplex, and its consecutive sequence of appearing in Eq. 2 describes and N -dimensional hypercube path. In order to clarify the simplicial decomposition concept, let us consider an example.

Example 1: Let $\mathbf{X}=(1.3,5.6,2.1)$ be a point in a $\mathfrak{R}^{3}$ simplicial domain. This point can be decomposed as follows:

1) Firstly, $\mathbf{X}$ is decomposed into integer ( $\mathbf{X}_{\text {int }}$ ) and fractional ( $\mathbf{X}_{\text {frac }}$ ) parts:

$$
\mathbf{X}_{\text {int }}=[1,5,2] \text {, and } \mathbf{X}_{\text {frac }}=[0.3,0.6,0.1]
$$

2) Then, a searching of minimum element and pick process is repeated $N$ times as follows:
2.1) The minimum $\mathbf{X}_{\text {frac }}$ is picked (i.e. 0.1), and it is decomposed as

$$
\mathbf{X}_{\text {frac }}=0.1 \times[1,1,1]+[0.2,0.5,0]
$$

2.2) The minimum element of $[0.2,0.5,0]$ is picked (i.e. 0.2 ), and it is

$$
\text { decomposed as } \mathbf{X}_{\text {frac }}=0.1 \times[1,1,1]+0.2 \times[1,1,0]+[0,0.3,0]
$$

2.3) The minimum element of $[0,0.3,0]$ is picked (i.e. 0.3 ), and it is

$$
\text { decomposed as } \mathbf{X}_{\text {frac }}=0.1 \times[1,1,1]+0.2 \times[1,1,0]+0.3 \times[0,1,0]
$$

3) After that, the decomposition of $\mathbf{X}_{\text {frac }}$ is completed by using Eq. 3 as

$$
\begin{aligned}
& \mathbf{X}_{\text {frac }}=0.1 \times[1,1,1]+0.2 \times[1,1,0]+0.3 \times[0,1,0]+0.4 \times[0,0,0] \\
& \text { Where } 0.4=1-(0.1+0.2+0.3)
\end{aligned}
$$

4) Finally, $\mathbf{X}$ can be expressed as

$$
\mathbf{X}=\left[\begin{array}{l}
1 \\
5 \\
2
\end{array}\right]+0.1\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+0.2\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]+0.3\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]+0.4\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

The vertex sequence $[1,1,1] \rightarrow[1,1,0] \rightarrow[0,1,0] \rightarrow[0,0,0]$ indicates the hypercube path depicted in Figure 3.


Figure 3. Hypercube path for Example 1.
From this example: $\mu_{1}=0.4, \mu_{2}=0.3, \mu_{3}=0.2$, and $\mu_{4}=0.1$. It is important to point out that the hypercube path is implicitly the core of Eq. 1 because it establishes the $\left(\mu_{k}, c_{k}\right)$-relation. A second example will make it easier to understand.

Example 2: Consider $\boldsymbol{F}(\mathbf{X})$ be a PWL function defined over a $\mathfrak{R}^{3}$ simplicial domain. Also, suppose this function is described by a set of $c_{\hat{\mathbf{V}}_{k}}$-values which denote the value of $\boldsymbol{F}(\mathbf{X})$ at the vertices $\hat{\mathbf{V}}_{k}$, and the $\hat{\mathbf{V}}$-vertices are given by $\hat{\mathbf{V}}_{k}=\mathbf{X}_{\text {int }}+\mathbf{v}_{k}$, for $k=1,2, \cdots,(N+1)$.
Determine the form of Eq. 1 in order to compute $\mathbf{X}=(1.3,5.6,2.1)$.

Taking into account the simplicial decomposition of example 1, the following results are used: $\mathbf{X}_{\text {int }}=[1,5,2],[1,1,1] \rightarrow[1,1,0] \rightarrow[0,1,0] \rightarrow[0,0,0]$ as hypercube path, and $\left\{\mu_{1}=0.4, \mu_{2}=0.3, \mu_{3}=0.2, \mu_{4}=0.1\right\}$.

From hypercube path: $v_{1}=[0,0,0], v_{2}=[0,1,0], v_{3}=[1,1,0]$, and $v_{4}=[1,1,1]$.
Eq. 1 takes the form: $\boldsymbol{F}(\mathbf{X})=0.1 \times c_{4}+0.2 \times c_{3}+0.3 \times c_{2}+0.4 \times c_{1}$

The $\hat{\mathbf{V}}$-vertices are computed as follows:
$\hat{\mathbf{V}}_{4}=\mathbf{X}_{\text {int }}+\mathbf{v}_{4}=[1,5,2]+[1,1,1]=[2,6,3], \hat{\mathbf{V}}_{3}=\mathbf{X}_{\mathrm{int}}+\mathbf{v}_{3}=[1,5,2]+[1,1,0]=[2,6,2]$,
$\hat{\mathbf{V}}_{2}=\mathbf{X}_{\mathrm{int}}+\mathbf{v}_{2}=[1,5,2]+[0,1,0]=[1,6,2], \hat{\mathbf{V}}_{1}=\mathbf{X}_{\mathrm{int}}+\mathbf{v}_{1}=[1,5,2]+[0,0,0]=[1,5,2]$.
Because of $c_{k}=\hat{\mathbf{V}}_{k}$ for $k=1,2, \cdots,(N+1)$, then $\boldsymbol{F}(\mathbf{X})$ is rewritten as
$\boldsymbol{F}(\mathbf{X})=0.1 \times c_{[2,6,3]}+0.2 \times c_{[2,6,2]}+0.3 \times c_{[1,6,2]}+0.4 \times c_{[1,5,2]}$

## 3. DECOMPOSED S-PWL REPRESENTATION

A model description is denoted as decomposed if their constitutive independent and dependent variables can be collected separately in a system of equations. This kind of models have demonstrated advantages over explicit and implicit representations in the areas of modeling and analysis [13], [14]. If Eq, (1), (2), and (3) are arranged into a matrix form, the decomposed system of Eq. 4 is obtained.

$$
\left[\begin{array}{c}
\boldsymbol{F}(\mathbf{X})  \tag{4}\\
\mathbf{X} \\
1
\end{array}\right]=\left[\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{N} \\
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{N} \\
1 & 1 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
\mu_{1} \\
\mu_{2} \\
\vdots \\
\mu_{N}
\end{array}\right]
$$

A sub-system of equations can be taken from the decomposed representation and recast as

$$
\left[\begin{array}{c}
\mathbf{X}  \tag{5}\\
1
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{N} \\
1 & 1 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
\mu_{1} \\
\mu_{2} \\
\vdots \\
\mu_{N}
\end{array}\right]
$$

After solving $\mu_{k}$ from Eq.5, $\boldsymbol{F}(\mathbf{X})$ can be expressed by

$$
\boldsymbol{F}(\mathbf{X})=\left[\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{N}
\end{array}\right]\left[\begin{array}{cccc}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{N}  \tag{6}\\
1 & 1 & \cdots & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{X} \\
1
\end{array}\right]
$$

From Eq. 6 it can be seen that the evaluation of $\mathbf{X}$ at any arbitrary S-PWL function $\boldsymbol{F}(\mathbf{X})$ is determined by the values on the vertices.

## 4. EVALUATION ALGORITHM

Consider a S-PWL $\boldsymbol{F}(\mathbf{X})$ defined over a $\mathfrak{R}^{N}$ domain. Assume the values on the vertices are collected into an N -dimensional matrix $\mathbf{M}_{D}$ where the index of each element of the matrix corresponds with the simplicial vertex $\mathbf{v}_{i}$. An evaluation algorithm for the decomposed system of Eq. 6 is summarized in the following steps:

1. Input-Data: Let $\mathbf{X}=\left[x_{1}, x_{2}, \cdots, x_{N}\right]$ be the $N$-dimensional input for the $\mathfrak{R}^{N}$ S-PWL function.
2. Decomposition: Each $x_{j}$ element of $\mathbf{X}$ (for $\mathrm{j}=1 \ldots N$ ) is decomposed by integer and fractional part, here expressed by the notation $x_{j}=x_{\text {int }_{j}} \cdot x_{\text {frac }_{j}}$. All the $x_{\mathrm{int}_{j}}$ and $x_{\text {frac }_{j}}$ elements are grouped into the sets $\mathbf{X}_{\mathrm{int}}=\left[x_{\mathrm{int}_{1}}, x_{\mathrm{int}_{2}}, \cdots, x_{\mathrm{int}_{N}}\right]$ and $\mathbf{X}_{\text {frac }}=\left[x_{\text {frac }_{1}}, x_{\text {frac }}, \cdots, x_{f_{\text {frac }}^{N}}\right]$, respectively.
3. Sorting: Let $X_{\text {sorted }}=\left\lfloor x_{s_{1}}, X_{s_{2}}, \cdots, x_{s_{N}}\right\rfloor$ be a vector which includes the $x_{\text {frac }}$ elements sorted by the relation $x_{s_{1}}<x_{s_{2}}<\cdots<x_{S_{N}}$.
4. Hypercube path: The $N$-dimensional hypercube path is determined by the following procedure:
4.1 Define the $N \times N$ matrices: $\mathbf{M}_{F}$, and $\mathbf{M}_{S}$ as

$$
\mathbf{M}_{F}=\left[\begin{array}{ccc}
x_{\text {frac }} & \cdots & x_{f_{f r a a_{1}}} \\
x_{\text {frac }} & \cdots & x_{\text {frac }_{2}} \\
\vdots & & \vdots \\
x_{f r r a c_{N}} & \cdots & x_{{f r r a c_{N}}}
\end{array}\right] \quad \mathbf{M}_{S}=\left[\begin{array}{cccc}
x_{s_{1}} & x_{s_{2}} & \cdots & x_{s_{N}} \\
\vdots & & & \vdots \\
x_{s_{1}} & x_{s_{2}} & \cdots & x_{s_{N}}
\end{array}\right]
$$

4.2 Obtain the $N \times N$ matrix $\mathbf{M}_{T}: \quad \mathbf{M}_{T}=\mathbf{M}_{F}-\mathbf{M}_{S}$
4.3 Compute the $N \times N$ matrix $\mathbf{M}_{I}$ by the following procedure:

$$
\begin{aligned}
& \text { for } i \text { from } 1 \text { to } N \text { do } \\
& \qquad \begin{array}{l}
\text { for } j \text { from } 1 \text { to } N \text { do } \\
\qquad \text { if } \mathbf{M}_{T}[i, j] \neq 0 \text { then } \mathbf{M}_{I}[i, j]=1 \\
\text { else } \mathbf{M}_{I}[i, j]=0
\end{array} \\
& \text { end for }
\end{aligned}
$$

> for $i$ from 2 to $N$ do for $j$ from 1 to $N$ do $$
\mathbf{M}_{I}[j, i]=\mathbf{M}_{I}[j, i-1] \times \mathbf{M}_{I}[j, i]
$$ end for end for

4.3 Form the $N \times(N+1) \mathbf{M}_{H}$ matrix by joining the $N \times 1 \mathbf{E C}$-vector to $\mathbf{M}_{I}$.

$$
\mathbf{E C}=\left[\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right], \quad \mathbf{M}_{H}=\left[\begin{array}{lll}
\mathbf{E C} & \vdots & \mathbf{M}_{I}
\end{array}\right]
$$

5. Addressing: Determine the index connection between $c_{i}$-parameters and the $\mathbf{M}_{D}$-elements by

$$
\hat{\mathbf{v}}_{i}=\left[\begin{array}{c}
x_{\mathrm{int}_{1}} \\
x_{\mathrm{int}_{2}} \\
\vdots \\
x_{\mathrm{int}_{N}}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{M}_{H}[1, i] \\
\mathbf{M}_{H}[2, i] \\
\vdots \\
\mathbf{M}_{H}[N, i]
\end{array}\right], \quad c_{N+1-i}=\mathbf{M}_{D}\left[D_{i+1}\right] \quad \text { For } i=0,1, \cdots, N .
$$

6. Evaluation: Substitute the $c_{i}$-values determined in the previous step and compute $\boldsymbol{F}(\mathbf{X})$ as follows:

$$
\left.\boldsymbol{\mu}=\left[\begin{array}{cccc}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{N} \\
1 & 1 & \cdots & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{X}_{\text {frac }}{ }^{T} \\
1
\end{array}\right]=\left[\begin{array}{c}
\mu_{1} \\
\mu_{2} \\
\vdots \\
\mu_{N}
\end{array}\right], \quad \boldsymbol{F}(\mathbf{X})=\left[\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{N}
\end{array}\right] \boldsymbol{\mu}\right]
$$

## 5. EXAMPLE

Consider the PWL function $\boldsymbol{F}\left(x_{1}, x_{2}\right)$ depicted in Figure 4. This function is defined over a domain partitioned into 18 simplices in a ( $3 \times 3$ ) grid.


Figure 4. Two dimensional S-PWL function of example
Table I shows the values of $\boldsymbol{F}\left(x_{1}, x_{2}\right)$ at the vertices.

| $\mathbf{V}_{k}$-Vertex | 0,0 | 1,0 | 2,0 | 3,0 | 0,1 | 1,1 | 2,1 | 3,1 | 0,2 | 1,2 | 2,2 | 3,2 | 0,3 | 1,3 | 2,3 | 3,3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\boldsymbol{F}\left(\mathbf{v}_{k}\right)$ | 1 | 3 | 1 | 2 | 2 | 3 | 1 | 3 | 3 | 1 | 3 | 2 | 2 | 1 | 3 | 1 |

Table I. Values of at the vertices of example.

Those values are collected into the $\mathbf{M}_{D}$ matrix.
$\mathbf{M}_{D}=\left[\begin{array}{llll}M_{00} & M_{01} & M_{02} & M_{03} \\ M_{10} & M_{11} & M_{12} & M_{13} \\ M_{20} & M_{21} & M_{22} & M_{23} \\ M_{30} & M_{31} & M_{32} & M_{33}\end{array}\right]=\left[\begin{array}{llll}1 & 2 & 3 & 2 \\ 3 & 3 & 1 & 1 \\ 1 & 1 & 3 & 3 \\ 2 & 3 & 2 & 1\end{array}\right]$
In this example, the evaluation of an arbitrary input point, for example, $\mathbf{X}=(1.8,2.1)$ is achieved in accordance with the algorithm described in the previous section. Notice that $n=2$, and the following data are obtained:

Step 1: Input-Data.
$\mathbf{X}=\left[x_{1}, x_{2}\right]=[1.8,2.1]$
Step 2: Decomposition.
$X_{\text {int }}=\left\lfloor x_{\text {int }_{1}}, x_{\text {int }_{2}}\right\rfloor=[1,2], X_{\text {frac }}=\left\lfloor x_{\text {frac }_{1}}, x_{\text {frac }_{2}}\right\rfloor=[0.8,0.1]$
Step 3: Sorting.

$$
X_{\text {sorted }}=\left\lfloor x_{\text {frac }}^{1} 1, x_{\text {frac }}\right\rfloor=[0.1,0.8]
$$

Step 4: Hypercube path.

$$
\mathbf{M}_{F}=\left[\begin{array}{ll}
0.8 & 0.8 \\
0.1 & 0.1
\end{array}\right] \quad \mathbf{M}_{S}=\left[\begin{array}{ll}
0.1 & 0.8 \\
0.1 & 0.8
\end{array}\right], \quad \mathbf{M}_{T}=\mathbf{M}_{F}-\mathbf{M}_{S}=\left[\begin{array}{cc}
0.7 & 0 \\
0 & -0.7
\end{array}\right]
$$

After the procedure:
First $\mathbf{M}_{I}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$, then $\mathbf{M}_{I}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right], \mathbf{E C}=\left[\begin{array}{l}1 \\ 1\end{array}\right]$, and $\mathbf{M}_{H}=\left[\begin{array}{lll}1 & 1 & 0 \\ 1 & 0 & 0\end{array}\right]$

## Step 5: Addressing.

$$
\begin{aligned}
& \mathbf{v}_{1}=\left[\begin{array}{l}
1 \\
1
\end{array}\right], \mathbf{v}_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \mathbf{v}_{3}=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \\
& \hat{\mathbf{v}}_{1}=\left[\begin{array}{l}
1 \\
2
\end{array}\right]+\left[\begin{array}{l}
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
2 \\
3
\end{array}\right], \hat{\mathbf{v}}_{2}=\left[\begin{array}{l}
1 \\
2
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
2 \\
2
\end{array}\right], \hat{\mathbf{v}}_{3}=\left[\begin{array}{l}
1 \\
2
\end{array}\right]+\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
2
\end{array}\right] \\
& c_{3}=\mathbf{M}_{D}\left[\hat{v}_{1}\right]=\mathbf{M}_{D}[2,3]=3, \quad c_{2}=\mathbf{M}_{D}\left[\hat{v}_{2}\right]=\mathbf{M}_{D}[2,2]=3, c_{1}=\mathbf{M}_{D}\left[\hat{v}_{3}\right]=\mathbf{M}_{D}[1,2]=1
\end{aligned}
$$

Step 6: Evaluation.

$$
\begin{aligned}
& \boldsymbol{\mu}=\left[\begin{array}{ccc}
\mathbf{v}_{1} & \mathbf{v}_{2} & \mathbf{v}_{3} \\
1 & 1 & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{X}_{\text {frac }} \\
1
\end{array}\right]=\left[\begin{array}{ccc}
1 & 1 & 0 \\
1 & 0 & 0 \\
1 & 1 & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
0.8 \\
0.1 \\
1
\end{array}\right]=\left[\begin{array}{l}
0.1 \\
0.7 \\
0.2
\end{array}\right]=\left[\begin{array}{l}
\mu_{3} \\
\mu_{2} \\
\mu_{1}
\end{array}\right] \\
& \boldsymbol{F}(\mathbf{X})=\left[\begin{array}{lll}
c_{3} & c_{2} & c_{1}
\end{array}\right][\boldsymbol{\mu}]=0.1 \times 3+0.7 \times 3+0.2 \times 1=2.6
\end{aligned}
$$

## 6. CONCLUSIONS

An algorithm for the evaluation of arbitrary N-dimensional S-PWL functions was presented. It includes an effective procedure for determining the N-dimensional hypercube path. In accordance with the algorithm, the value of the function is computed by its values on the vertices, and the vertices are inherently immersed into the hypercube path which results from the simplicial decomposition of the evaluation point. Also, it can be seen that in order to make the algorithm more effective, the process of computing -parameters can be improved because the inverse operation is done over a matrix which only contains zero and one elements, and it also has a regular structure (i.e. the first column is and the ending column is always ).
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