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## Resumen

El proceso Förster es un mecanismo mediante el cual la energía de una molécula excitada (donador) puede ser transferida a una molécula cercana (aceptor) en estado base. En esta tesis, se analiza teóricamente y a fondo la influencia de una esfera nanométrica y hecha de metal (plata) sobre la rapidez de transferencia de energía Förster $K_{\mathrm{F}}$. Se examina la dependencia de $K_{\mathrm{F}}$ con las posiciones del donador y del aceptor, el tamaño de la partícula, y las orientaciones de los momentos dipolares del aceptor y del donador. Además, se estudia el impacto de la excitación de plasmones superficiales sobre $K_{\mathrm{F}}$. Existen dos canales de desexcitación del donador: la transferencia de energía Förster y el decaimiento directo de donador; se investiga la eficiencia $\eta$ (probabilidad de ocurrencia) de transferencia de energía Förster, la cual caracteriza la competencia entre estos procesos de desexcitación. Se considera una respuesta dieléctrica modificada de la esfera, la cual es debida al confinamiento nanométrico de los electrones libres del metal y su interacción con el medio que los rodea. Particularmente, se obtienen gráficos de contorno de $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ (siendo $\mathbf{r}_{\mathrm{A}}$ la posición del aceptor). Las líneas de contorno de $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)=k$ con un valor alto [región cercana a la posición del donador (distancia intermolecular $\lesssim 3 \mathrm{~nm}$ )] practicamente no sufren cambios con la presencia de la partícula metálica, mientras que las líneas de contorno con valor bajo son fuertemente perturbadas por la presencia de la esfera y dependen de la posición del donador, de las orientaciones de los dipolos donador y aceptor, y sí los plasmones superficiales son excitados. La rapidez de transferencia de energía Förster normalizada con respecto al medio homogéneo ( $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ ) es mejorada cuando el donador y el aceptor son colocados en lados opuestos de la esfera (coincidiendo con trabajos teóricos previos). Las líneas de contorno de eficiencia Förster alta $\left[\eta\left(\mathbf{r}_{\mathrm{A}}\right)>0.5\right]$ tienen la misma forma que aquellas para el medio homogéneo, pero sus longitudes son reducidas y dependen fuertemente de la posición del donador. Este efecto es originado por el enorme aumento de la rapidez de decaimiento del donador $K_{\mathrm{D}}$ conforme el donador se acerca a la esfera. Consecuentemente, en la región de eficiencia alta, la interacción electromagnética directa entre el donador y el aceptor domina y por lo tanto la influencia del tamaño de la nanopartícula y la excitación plasmónica es despreciable. Se discute la comparación de los resultados teóricos con los resultados de varios experimentos. En presencia de una nanopartícula, algunos de estos experimentos encontraron mejora en la eficiencia Förster y otros una reducción en la eficiencia. Artículos experimentales reportando reducción en la eficiencia concuerdan cualitativamente con los resultados presentados aquí. La excitación externa no deseada del aceptor y el tamaño de los puntos cuánticos podrían explicar la mejora en la eficiencia y por lo tanto porque estos resultados experimentales difieren de los resultados teóricos contenidos en esta tesis.

## Abstract

The Förster process is a mechanism for which the energy of an excited molecule (donor) can be transfered to a nearby molecule (acceptor) in ground state. Herein, the influence of a nanoscale metallic (silver) sphere on the Förster energy transfer rate $K_{\mathrm{F}}$ is theoretically analyzed in depth. The dependence of donor and acceptor positions, particle size, and orientations of the acceptor and donor dipole moments on $K_{\mathrm{F}}$ is examined. Also, the impact of surface plasmons excitation on $K_{\mathrm{F}}$ is studied. There are two donor de-excitation channels: Förster energy transfer and donor direct decay, the efficiency $\eta$ (occurrence likelihood) of the Förster energy transfer which characterizes the competition between these de-excitation processes is investigated. A modified dielectric response of the sphere due to the nanoscale confinement of metal free-electrons and their interaction with the surrounding medium is considered. Particularly, contour plots of $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ being the acceptor position) are obtained. High-value contour lines $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)=k$ [region near the donor position (intermolecular distance $\lesssim 3 \mathrm{~nm}$ )] are practically unchanged with presence of the metallic particle, whereas the low-value contour lines are strongly perturbed by the presence of the sphere and they depend on donor position, orientations of the donor and acceptor dipoles, and whether surface plasmons are excited. The normalized Förster energy rate with respect to bulk medium ( $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ ) is enhanced when donor and acceptor are placed on opposite sides of the sphere (coinciding with previous theoretical works). The high Förster efficiency contour lines $\left[\eta\left(\mathbf{r}_{\mathrm{A}}\right)>0.5\right]$ have the same shape as those for the bulk medium, but their lengths are reduced and depend strongly on donor position. This effect is because of the large enhancement of the donor decay rate $K_{\mathrm{D}}$ as the donor approaches to the sphere. Consequently, in the high efficiency region, the direct donor-acceptor electromagnetic interaction pathway dominates and therefore the influence of particle size and the plasmonic excitation is negligible. The comparison of the theoretical outcomes and the results of several experiments is discussed. In presence of the nanoparticle, some of these experiments found improvement of Förster efficiency and others efficiency reduction. Experimental papers that report efficiency reduction are in qualitative agreement with the results of this work. Unwanted external excitation of the acceptor and the dipole strength of quantum dots might explain the efficiency improvement and hence why these experimental results differ with the theoretical outcomes contained herein.
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## Chapter 1

## Introduction

An excited molecule (donor) $D^{*}$ can directly transfer its energy to a nearby molecule (acceptor) $A$ in ground state. This process, illustrated in Fig. 1.1, is known as Förster energy transfer and occurs typically when the intermolecular separation $R$ is $\lesssim 10 \mathrm{~nm}$. Actually, the energy of an excited donor molecule can be released via two pathways: (1) the energy is transferred to the acceptor molecule (Förster process) and (2) the donor molecule decays directly to its ground state as if the acceptor was absent [the released energy can be converted into radiation (fluorescence)] (see Fig. 1.1). The electromagnetic field interaction with donor and acceptor is responsible for these energy transfer and decay mechanisms. Since, as mentioned, the Förster energy transfer occurs for an intermolecular separation $R \lesssim 10 \mathrm{~nm}$, nearfields are involved (Coulomb dipole-dipole coupling). In fact, the Förster energy transfer is usually associated to a radiationless process.

The first experiments that observed Förster energy transfer were performed during the third decade of the 20th century [1]. Weigert (1920), and Gaviola and Pringsheim (1924) found that the fluorescence polarization coming out of a fluorophore solution depends on the solution concentration [2, 3]. Cario (1922) illuminated a mixture of mercury and thallium gases in such a way that only mercury atoms could be excited and he observed not only fluorescence generated


Figure 1.1: Illustration of the donor de-excitation pathways: (1) Förster energy transfer [acceptor becomes excited] and (2) direct decay [energy is released to the environment].
from the mercury atoms but also from the thallium atoms [4]. This energy transfer occurred unexpectedly at a larger distance than the collisional radii and the term "sensitized fluorescence" was coined for the thallium fluorescence [1]. In 1925, J. Perrin explained by using classical theory that the intermolecular energy transfer happening in fluorophore solutions is due to the interaction between oscillating dipoles $[1,5]$. He predicted an incorrect energy transfer rate dependence proportional to $R^{-3}$. Four years later, Kallmann and London presented a quantum mechanical description of collisional cross-section between two atoms for explaining the "sensitized fluorescence" [6]. Remarkably, these authors found that the energy transfer probability varies as $R^{-6}$. F. Perrin developed a quantum theory of energy transfer in fluorophore solutions in 1932 and he obtained the same energy transfer rate distance dependence ( $\propto R^{-3}$ ) as his father (J. Perrin) [7]. Actually, J. and F. Perrin studied the coherent energy transfer rate, namely, the frequency at which the energy would translate periodically from one molecule to the other one and viceversa (one interacting pathway). However, molecules have broadened electronic energy levels (vibrational sublevels) and there are many interacting pathways with the external environment. Consequently, the energy of the excited molecule can be released through many channels and this yields an
incoherent mechanism of energy transfer. In a short abstract that was published in 1941, Oppenheimer elucidated that the high efficiency energy transfer between the chlorophyll molecules (photosynthesis) could be only possible if molecules are close to each other [8]. Finally, Förster also became interested in the efficient photosynthetic energy transfer process [1] and he established the current theory of intermolecular energy transfer that bears his name [ 9,10 ]. The seminal works of Förster led to the understanding of the plant photosynthesis. By means of the Förster energy transfer mechanism, the energy absorbed by chlorophyll molecules is transported long distances until it reaches the cell reaction centers [11]. Also the Förster process takes part in energy transport inside complex molecular assemblies [12] and artificial structures (quantum dots [13, 14]). Furthermore, this process can be exploited for studying real-time dynamics of intracellular processes. The initial work on this direction was reported in 1967 by Stryer and Haugland who showed that the Förster energy transfer can be used as a spectroscopic ruler [15]. The development of this powerful tool capable of detecting nanometric displacements was enabled by the technological advances in microscopy (single molecule detection), synthesis of new fluorophores, and chemical labeling (fluorophore binding). For example, it was possible to observe the myosin motion that works as a lever arm acting on an actin filament (muscular contraction) [16], the kinesin motion for organelle transport through microtubules [17], and the DNA (deoxyribonucleic acid) folding that is activated by a non-structured hepatitis C virus protein [18].

My thesis focuses on the influence of a metallic nanoscale sphere on the intermolecular Förster energy transfer rate $K_{\mathrm{F}}$ of a molecular system $D^{*} A$. Since the direct donor decay and the Förster energy transfer rates are mediated by electromagnetic fields, they depend not only on intrinsic properties of molecules but also on the geometry and the dielectric properties of the objects surrounding the
molecules (Purcell effect [19]). This dependence can be understood by considering that the channels in which the energy flows (electromagnetic modes) and its energetic transport capacity (molecule-mode coupling strength) is determined by the environment in which the molecules are embedded.

The initial theoretical study describing the influence on the Förster energy transfer by a metal particle (spheroid with size $\sim 10 \mathrm{~nm}$ ) was realized by Gersten et al. [20,21]. They predicted that, when the donor and acceptor are placed at the opposite sides of the nanoscale spheroid, the Förster energy transfer rate $K_{\mathrm{F}}$ can be enhanced many orders of magnitude in comparison with that for free-space. In another theoretical works, the Förster energy transfer between quantum dots nearby metallic spherical solid particles ( 8 nm size) and nanoshells ( $\sim 40 \mathrm{~nm}$ size) were investigated in Refs. [22,23]. In these articles, a low efficiency of the Förster energy transfer was found when the quantum dots are located close to the particles. Later, the influence of smaller metallic nanoshells and nanospheres ( $\sim 10 \mathrm{~nm}$ ) was examined (nonlocal response of the particles was considered) [24] on the Förster energy transfer rate, obtaining enhancement in comparison to free-space. On the experimental side, ensemble fluorescent measurements of donor-acceptor pairs in the surroundings of silver islands ( $\sim 300 \mathrm{~nm}$ wide and $\sim 50 \mathrm{~nm}$ height) yielded presumably a Förster energy transfer efficiency enhancement due to the presence of the silver particle [25]. A single donor-acceptor pair experiment in the vicinity of a 20 nm diameter silver particle improved the Förster energy transfer efficiency [26]. In a sequel of this experimental work, this efficiency improvement was still observed for another particle sizes (diameters: $15 \mathrm{~nm}, 40 \mathrm{~nm}$, and 80 nm ) [27]. Experiments realized with donors and acceptors deposited on gold nanodisks ( 15 nm height and $30-80 \mathrm{~nm}$ diameters) showed that the Förster energy transfer probability drops out with the presence of the nanodisk, as a consequence of donor decay rate increase [28]. In an experimental set up of concentric layers of donors and acceptors around a 50 nm size
metallic particle, the efficiency of the Förster energy transfer augmented with the presence of the sphere [29]. The same result came out in subsequent experiments done by this group with smaller metallic particles (diameter 40 nm ) [30]. Donor-acceptor pairs (intermolecular distance $\sim 3.8 \mathrm{~nm}$ ) were attached to gold nanodimers and single nanoparticles ( 40 nm size), it turned out that the Förster energy transfer rate was enhanced due to the influence of the sphere, although the efficiency of the Förster process was reduced about $9 \%$ with respect to case without nanostructure [31]. Also the same Förster energy transfer rate relative enhancement between quantum-dots sandwiching a gold nanoparticle was measured [32]. For completeness, I finally mentioned that there are other studies that treat the Förster energy transfer modification by other environments. The theoretical descriptions of this effect for a microcavity (a circular cylinder) are encountered in Refs. [33, 34] (Ref. [35]); while experiments in microcavities are reported in Refs. [36, 37]. Förster energy transfer between molecules that were placed at opposite sides of a thin metallic film (intermediated by surface plasmons) was observed [38].

On the other hand, the direct donor decay rate (as if the acceptor was absent) is strongly influenced by the environment in which is embedded. This decaying mechanism has been analyzed exhaustively in diverse environments. Early observations of this effect were realized by placing molecules a few nanometers from metallic planar surfaces [39]. During the 1970s and 1980s, many experimental studies treating this decay were extended to molecules located nearby metallic planar surfaces with sharp protuberances or metallic nanoparticles deposited on planar substrates [40,41]. In this stage, the evidence of the influence of the environment on the molecular de-excitation rate was inferred from the optical response of an ensemble of molecules. However, as a consequence of the development of novel microscopy techniques (confocal and near-field) together with the development of techniques that enabled the grown and manipulation of
artificial and natural nano-structures, the experiments of environment influence on molecular radiative properties can be done at a single molecule level [42-47]. As seen, the donor is de-excited through two paths: (1) direct donor decay rate $K_{\mathrm{D}}$ and (2) Förster energy transfer rate $K_{\mathrm{F}}$. The relative difference between $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ determines which process is more probable to occur and it is related to the efficiency of the Förster process.

Since previous theoretical studies dealing with solid nanoparticles are limited to a few particular cases, my thesis is devoted to delve into the dependence of the Förster energy transfer rate with: (1) the donor and acceptor placement elsewhere in the vicinity of a metallic nanosphere, (2) the donor and acceptor dipole moment orientations, and (3) particle size. Furthermore I analyze the impact on the Förster energy transfer rate due to the electromagnetic excitation of surface plasmons (resonant collective charge oscillations) in the metallic nanoparticle. This is achieved by considering two donor-acceptor pairs: the overlap between the donor emission and acceptor absorption spectra of one of these pairs allows the excitation of these plasmons resonances (on-resonance), and the spectral overlap belonging to other pair lies far from the surface plasmon resonant frequencies (off-resonance). On the other hand, as mentioned the donor is deexcited via two pathways (Förster energy transfer and direct decay), thereof my thesis also explores the competition between this de-excitation channels (Förster efficiency) as the donor and acceptor positions and their dipole moments vary, and as the particle size changes. It is noted that results of the experimental works (listed above) are contrastable; some of these studies report improvement of efficient, while others efficiency reduction. At last, from the results that are contained herein, I address possible hypotheses to explain these differences.

My thesis is organized as follows. In Chap. 2, by using a classical approach, the Förster energy transfer rate $K_{\mathrm{F}}$ and the direct donor decay rate $K_{\mathrm{D}}$ are derived
for a spatially inhomogeneous medium. Also, this chapter defines the Förster energy transfer efficiency $\eta$. Chapter 3 presents the particular expressions of $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ for the case in which the acceptor and donor molecules are located in the vicinity of a sphere (quasi-static approximation). Chapter 4 analyzes the Förster energy transfer when the molecules are nearby a silver spherical nanoparticle. This chapter contains numerical simulations of $K_{\mathrm{F}}$ and $\eta$ as a function of the acceptor position for several particle sizes, donor positions, donor and acceptor dipole orientations, and off- and on-resonance cases. Also, plots of $K_{\mathrm{D}}$ against the donor position for several particle sizes, donor dipole orientations and the off- and on-resonance cases are included. In addition, this chapter discusses the chosen two fluorophore pairs for treating the on- and off-resonance cases along with their corresponding spectra, the embedding and silver dielectric functions, and surface plasmon resonances of nanoparticles. In Chap. 5, conclusions are presented. This thesis is complemented by four appendices. Appendix A is devoted to the Green tensor and the power released (absorbed) by a dipole (polarizable particle). The potentials originating from a point charge and a point dipole are derived in Appendix B. In Appendix C, the explicit expressions of the quasi-static Green tensor components for a sphere are shown. Appendix D explains how the normalized donor emission and acceptor absorption (imaginary part of the acceptor polarizability) spectra are obtained from data provided by the molecular probe manufacturers.

## Chapter 2

## Theory of Förster energy transfer in an inhomogeneous medium

The conventional quantum electrodynamics (QED) derivation of the Förster transfer rate $K_{\mathrm{F}}$ (the change rate of probability for finding the acceptor in the excited state) follows from a second order perturbation Fermi golden rule [48, 49]. As mentioned, molecules have broadened electronic energy levels (vibrational sublevels). Consequently, the energy can flow through many channels, and therefore the Fermi golden rule can be applied. The second order perturbation can be seen as two interacting step process in which the intermediate states are called virtual. In the case of the Förster energy transfer mechanism, the intermediate electromagnetic field states (modes) contain photons. Hence, the Förster energy transfer process involves the exchange of virtual photons. In this QED picture, the electromagnetic fields require to be expressed as a superposition of modes. As a consequence, this modal representation is limited for environments free of electromagnetic absorption. This seems a strong restriction because practically all materials exhibit dispersion, implying absorption (Kramers-Kronig relationships [50]). However by using concepts of statistic mechanics near equilibrium (fluctuation-dissipation theorem [51]), a quantum fluctuational representation of electromagnetic fields in presence of absorbing objects is possible [52,53]. By


Figure 2.1: Energy transfer between two molecules placed in an inhomogeneous environment.
using this theoretical framework, the intermolecular energy transfer in an arbitrary environment has been treated by Dung et al. $[54,55]$. However, a classical approach can be applied for obtaining the Förster energy transfer rate $K_{\mathrm{F}}$ and the direct decay $K_{\mathrm{D}}$ in presence of absorbing elements. Next I derive $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ for an arbitrary environment in the classical framework.

I consider two molecules as shown in Fig. 2.1. The donor (acceptor) molecule is located at $\mathbf{r}_{\mathrm{D}}\left(\mathbf{r}_{\mathrm{A}}\right)$ and has a transition electric dipole moment $\boldsymbol{\mu}_{\mathrm{D}}\left(\boldsymbol{\mu}_{\mathrm{A}}\right)$. The molecules are embedded in a linear and isotropic medium with dielectric function $\epsilon(\mathbf{r}, \omega)$ (spatially inhomogeneous) and magnetic constant $\mu=1$ (non magnetic). The excited donor molecule can decay to the ground state either by transferring its energy to the acceptor molecule (Förster transfer) or by releasing its energy to the environment as if the acceptor molecule was absent [see Fig. 1.1]. I remark that in the classical picture the molecular transition dipoles are associated to classical dipoles.

### 2.1 Förster energy transfer rate

When a monochromatic electric field $\mathrm{E}_{\mathrm{i}}(\mathbf{r}, \omega)$ oscillating with angular frequency $\omega$ interacts with the acceptor molecule, the average power absorbed by the electric dipole associated with this molecule is (see Appendix A)

$$
\begin{equation*}
P_{\mathrm{A}}(\omega)=-\frac{\omega}{2} \operatorname{lm}\left[\boldsymbol{\mu}_{\mathrm{A}}^{*}(\omega) \cdot \mathbf{E}_{\mathrm{i}}\left(\mathbf{r}_{\mathrm{A}}, \omega\right)\right], \tag{2.1}
\end{equation*}
$$

where $\operatorname{Im}[\ldots]$ denotes imaginary part. The acceptor dipole moment $\boldsymbol{\mu}_{A}(\omega)$ is induced by the incident electromagnetic field as

$$
\begin{equation*}
\boldsymbol{\mu}_{\mathrm{A}}(\omega)=\overleftrightarrow{\boldsymbol{\alpha}}_{\mathrm{A}}(\omega) \cdot \mathbf{E}_{\mathrm{i}}\left(\mathbf{r}_{\mathrm{A}}, \omega\right), \tag{2.2}
\end{equation*}
$$

where $\overleftrightarrow{\alpha}_{A}(\omega)$ is the polarizability tensor of the acceptor molecule. By substituting Eq. (2.2) into Eq. (2.1) and assuming that the acceptor molecule can be only polarized along the unit vector $\mathbf{n}_{\mathrm{A}}\left[\overleftrightarrow{\boldsymbol{\alpha}}_{\mathrm{A}}(\omega)=\alpha_{\mathrm{A}}(\omega) \mathbf{n}_{\mathrm{A}} \mathbf{n}_{\mathrm{A}}\right]$, the absorbed power by the acceptor molecule is

$$
\begin{equation*}
P_{\mathrm{A}}(\omega)=\frac{\omega}{2} \operatorname{lm}\left[\alpha_{\mathrm{A}}(\omega)\right]\left|\mathbf{n}_{\mathrm{A}} \cdot \mathbf{E}_{\mathrm{i}}\left(\mathbf{r}_{\mathrm{A}}, \omega\right)\right|^{2} . \tag{2.3}
\end{equation*}
$$

In my case, the electric field $\mathrm{E}_{\mathrm{i}}\left(\mathrm{r}_{\mathrm{A}}, \omega\right)$ is precisely created by the donor molecule dipole $\mu_{\mathrm{D}}$. This field is obtained from

$$
\begin{equation*}
\mathbf{E}_{\mathrm{i}}\left(\mathbf{r}_{\mathrm{A}}, \omega\right)=\frac{\omega^{2}}{c^{2} \epsilon_{0}} \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \boldsymbol{\mu}_{\mathrm{D}} \tag{2.4}
\end{equation*}
$$

where $\overleftrightarrow{G}\left(r_{A}, r_{\mathrm{D}} ; \omega\right)$ is the Green tensor of the inhomogeneous medium in which the molecules are embedded (see Appendix A), $\epsilon_{\mathrm{o}}$ is the vacuum permittivity, and $c$ is the vacuum light speed. Hence from Eq. (2.4), the power absorbed by the acceptor molecule due to the field generated by the donor molecule dipole yields

$$
\begin{equation*}
P_{\mathrm{A}}(\omega)=\frac{\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2} \omega^{5}}{2 \epsilon_{\mathrm{o}}^{2}} \frac{c^{4}}{c^{4}}\left[\alpha_{\mathrm{A}}(\omega)\right]\left|\mathbf{n}_{\mathrm{A}} \cdot \overleftrightarrow{\mathrm{G}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right|^{2} \tag{2.5}
\end{equation*}
$$

where the donor molecule dipole is polarized along the unit vector $\mathbf{n}_{\mathrm{D}}$. The Förster energy transfer rate $K_{\mathrm{F}}(\omega)$ can be obtained from the classical picture by using the relation [56]

$$
\begin{equation*}
\frac{K_{\mathrm{F}}(\omega)}{K_{\mathrm{D} 0}(\omega)}=\frac{P_{\mathrm{A}}(\omega)}{P_{\mathrm{D} 0}(\omega)} . \tag{2.6}
\end{equation*}
$$

By neglecting the presence of the acceptor molecule, $P_{\mathrm{D} 0}(\omega)$ is the power released by the donor dipole in free space and $K_{\mathrm{D} 0}(\omega)$ is decay rate of the donor molecule in free space which are given by

$$
\begin{align*}
P_{\mathrm{D} 0}(\omega) & =\frac{\omega^{4}\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{12 \pi \epsilon_{\mathrm{o}} c^{3}},  \tag{2.7}\\
K_{\mathrm{D} 0}(\omega) & =\frac{\omega^{3}\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{3 \pi \epsilon_{\mathrm{o}} \hbar c^{3}} . \tag{2.8}
\end{align*}
$$

Here $\hbar$ is the reduced Planck constant. By substituting Eqs. $(2.5,2.7,2.8)$ into Eq. (2.6), the Förster energy transfer rate becomes

$$
\begin{equation*}
K_{\mathrm{F}}(\omega)=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{\hbar \epsilon_{\mathrm{o}}^{2}} \frac{\omega^{4}}{c^{4}} \operatorname{lm}\left[\alpha_{\mathrm{A}}(\omega)\right]\left|\mathbf{n}_{\mathrm{A}} \cdot \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right|^{2} \tag{2.9}
\end{equation*}
$$

Since the donor molecule emits over a range of frequencies, a spectral emission distribution function $f_{\mathrm{D}}(\omega)$ must be incorporated. This function is normalized as

$$
\begin{equation*}
\int_{0}^{\infty} f_{\mathrm{D}}(\omega) \mathrm{d} \omega=1 . \tag{2.10}
\end{equation*}
$$

Then, the emission spectrum $f_{\mathrm{D}}(\omega)$ is inserted in Eq. (2.9) and the total Förster energy transfer rate $K_{\mathrm{F}}$ is obtained by adding the contribution of all the positive frequencies, that is,

$$
\begin{equation*}
K_{\mathrm{F}}=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{\hbar \epsilon_{\mathrm{O}}^{2}} \int_{0}^{\infty} f_{\mathrm{D}}(\omega) \frac{\omega^{4}}{c^{4}} \operatorname{lm}\left[\alpha_{\mathrm{A}}(\omega)\right]\left|\mathbf{n}_{\mathrm{A}} \cdot \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right|^{2} \mathrm{~d} \omega \tag{2.11}
\end{equation*}
$$

This is the final expression for the Förster energy transfer rate. It is worth to mention that this derivation of $K_{\mathrm{F}}$ coincides with the quantum electrodynamics
fluctuational approach of Ref. [54]. The Förster energy transfer can be seen as resulting from the interaction of the field created by the donor molecule with the acceptor molecule. Therefore, the Förster energy transfer rate $K_{\mathrm{F}}$ depends on the spectral overlap between the emission spectrum of the donor molecule and the absorption spectrum of the acceptor molecule, the orientations of the donor and acceptor dipoles, and the environment in which the molecules are embedded (Green tensor).

### 2.2 Donor molecule decay rate

I recall that the excited donor molecule can release its energy directly to the environment as if the acceptor molecule was absent. Then by omitting the presence of the acceptor molecule, the average energy per unit time released by the donor molecule is (see Appendix A)

$$
\begin{equation*}
P_{\mathrm{D}}(\omega)=\frac{\omega}{2} \operatorname{Im}\left[\boldsymbol{\mu}_{\mathrm{D}}^{*} \cdot \mathbf{E}_{\mathrm{i}}\left(\mathbf{r}_{\mathrm{D}}, \omega\right)\right] . \tag{2.12}
\end{equation*}
$$

Notice that $\mathrm{E}_{\mathrm{i}}\left(\mathrm{r}_{\mathrm{D}}\right)$ is the field produced by the donor molecule dipole at its own position [Eq. (2.4)]. Consequently, $P_{\mathrm{D}}(\omega)$ becomes

$$
\begin{equation*}
P_{\mathrm{D}}(\omega)=\frac{\omega^{3}\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{2 c^{2} \epsilon_{\mathrm{o}}} \operatorname{lm}\left[\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathrm{G}}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right] . \tag{2.13}
\end{equation*}
$$

Similarly as the Förster energy transfer rate $K_{\mathrm{F}}$, the donor molecule decay rate $K_{\mathrm{D}}$ can be obtained from the classical picture from the relation [56]

$$
\begin{equation*}
\frac{K_{\mathrm{D}}(\omega)}{K_{\mathrm{D} 0}(\omega)}=\frac{P_{\mathrm{D}}(\omega)}{P_{\mathrm{D} 0}(\omega)} \tag{2.14}
\end{equation*}
$$

By substituting Eqs. (2.7,2.8,2.13) into Eq. (2.14), the donor molecule decay rate $K_{\mathrm{D}}(\omega)$ in the absence of the acceptor molecule is

$$
\begin{equation*}
K_{\mathrm{D}}(\omega)=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2} \omega^{2}}{\hbar \epsilon_{\mathrm{o}}} \frac{c^{2}}{c^{2}} \operatorname{lm}\left[\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathrm{G}}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right] . \tag{2.15}
\end{equation*}
$$

Again, since the donor molecule emits in a spectral interval, the same spectral emission distribution $f_{\mathrm{D}}(\omega)$ must be introduced in Eq. (2.15). Therefore, the total donor molecule decay rate $K_{\mathrm{D}}$ is obtained by the sum of the contribution of all positive frequencies, namely,

$$
\begin{equation*}
K_{\mathrm{D}}=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{\hbar \epsilon_{\mathrm{o}}} \int_{0}^{\infty} f_{\mathrm{D}}(\omega) \frac{\omega^{2}}{c^{2}} \operatorname{lm}\left[\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathrm{G}}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right] \mathrm{d} \omega . \tag{2.16}
\end{equation*}
$$

From Eq. (2.16), it is evident that also $K_{\mathrm{D}}$ depends on the environment in which the donor molecule is located. Finally, I state that the direct released energy by the donor molecule can be either dissipated by the objects conforming the environment (Joule losses) or transformed into electromagnetic radiation. The former process is related to the non-radiative decay, whereas the latter process is related to the radiative decay.

### 2.3 Förster energy transfer efficiency

As seen in Secs. 2.1 and 2.2, the donor molecule can decay via two paths. As a consequence, the total donor decay is

$$
\begin{equation*}
K=K_{\mathrm{F}}+K_{\mathrm{D}} . \tag{2.17}
\end{equation*}
$$

To measure the likelihood of the Förster energy transfer occurrence, I define the Förster efficiency as

$$
\begin{equation*}
\eta=\frac{K_{\mathrm{F}}}{K}=\frac{1}{1+\frac{K_{0}}{K_{\mathrm{F}}}} . \tag{2.18}
\end{equation*}
$$

If $K_{\mathrm{F}} \gg K_{\mathrm{D}}$ then $\eta \rightarrow 1$; the Förster energy transfer is most likely to happen. On the contrary, if $K_{\mathrm{F}} \ll K_{\mathrm{D}}$ then $\eta \rightarrow 0$; the direct donor decay is the most probable event.

## Chapter 3

## Förster energy transfer in the vicinity of a sphere (quasi-static approximation)

In the preceding chapter I presented a general theory of the Förster energy transfer in a spatially inhomogeneous medium. Herein I derive the explicit expressions for calculating the Förster energy transfer rate $K_{\mathrm{F}}$ and the direct donor decay rate $K_{\mathrm{D}}$ for the particular case in which the donor and the acceptor molecules are in the vicinity of a nano-sphere. To achieve this, according to previous chapter, I must obtain the electric field created by a dipole in presence of a sphere, namely, the Green tensor. The first section is devoted to the derivation of the Green tensor of a sphere embedded in an unbounded medium, the aforementioned explicit expressions for calculating $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ for this specific environment are presented in the second section.

### 3.1 Green tensor (quasi-static approximation)

I consider a sphere with radius $a$ and dielectric constant $\epsilon_{\mathrm{b}}(\omega)$ that is centered at the origin (see Fig. 3.1). Moreover, the sphere is surrounded by a medium with dielectric constant $\epsilon_{\mathrm{m}}(\omega)$. The dipole source (donor) with moment $\boldsymbol{\mu}_{\mathrm{D}}$ is located outside the sphere at $\mathbf{r}_{\mathrm{D}}=z_{o} \mathbf{n}_{z}\left(z_{\mathrm{o}}>a, \mathbf{n}_{z}\right.$ is the unit vector along the $z$-axis). For completeness, I consider that the field point r (acceptor position) can be inside or outside the sphere.

In my case: the molecular absorption and emission spectra lie in the visible range ( $390 \mathrm{~nm}<\lambda_{\circ}<700 \mathrm{~nm}, \lambda_{o}$ being the free-space wavelength), the sphere has a nanoscale size, and the molecules are located in the vicinity of the sphere. Therefore, the molecules and the sphere are enclosed in a volume $V \ll \lambda_{0}^{3}$. Furthermore, the typical Förster range is $R \lesssim 10 \mathrm{~nm}$. By taking into account the aforementioned considerations, the electric field created by the dipole in the vicinity of the nanosphere can be well approximated by the quasi-static approach (retardation effects are neglected). Hence I use the quasi-static approximation to obtain this electric field. It is implicitly assumed that the fields and the sources oscillate harmonically with angular frequency $\omega[\exp (-i \omega t)]$, thus hereafter this time-dependent factor is omitted. In the quasi-static limit, the electric field can be determined from the electric potential $\Phi$ as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=-\nabla \Phi(\mathbf{r}), \tag{3.1}
\end{equation*}
$$

where $\Phi(\mathbf{r})$ satisfies the Poisson equation

$$
\begin{equation*}
\nabla^{2} \Phi(\mathbf{r})=-\frac{\rho_{\mathrm{D}}(\mathbf{r})}{\epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \tag{3.2}
\end{equation*}
$$



Figure 3.1: Förster energy transfer between two molecules in the vicinity of a nano-sphere. In this case, the donor molecule is placed at $\mathbf{r}_{\mathrm{D}}=z_{\mathrm{o}} \mathbf{n}_{z}$ and the acceptor molecule is anyywhere outside the sphere.

Here, $\rho_{\mathrm{D}}(\mathbf{r})$ is the charge density of the point dipole $\mu_{\mathrm{D}}$ that is given by [57]
$\rho_{\mathrm{D}}(\mathbf{r})=-\boldsymbol{\mu}_{\mathrm{D}} \cdot \nabla \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right)=-\mu_{\mathrm{D}_{x}} \frac{\partial}{\partial x} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right)-\mu_{\mathrm{D}_{y}} \frac{\partial}{\partial y} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right)-\mu_{\mathrm{D}_{z}} \frac{\partial}{\partial z} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right)$,
where $\mu_{\mathrm{D}_{j}}(j=x, y, z)$ are the Cartesian components of $\mu_{\mathrm{D}}$, and the partial derivatives are taken with respect to the Cartesian components of $\mathbf{r}(x, y, z)$.

Since the Laplace operator is linear and $\rho_{\mathrm{D}}(\mathbf{r})$ is given by the superposition of three terms [Eq. (3.3)], the solution of Eq. (3.2) can be expressed as

$$
\begin{equation*}
\Phi(\mathbf{r})=\Phi_{x}(\mathbf{r})+\Phi_{y}(\mathbf{r})+\Phi_{z}(\mathbf{r}), \tag{3.4}
\end{equation*}
$$

where $\Phi_{j}(\mathbf{r})(j=x, y, z)$ is the potential created by the dipole $\mu_{\mathrm{D} j}$ alone. When $|\mathbf{r}|>a$ (field point outside the sphere), there are two interacting pathways from the source point $\mathbf{r}_{\mathrm{D}}$ to the field point $\mathbf{r}$ : the direct path, and the path that goes first to the sphere and from there to the field point; whereas when $|\mathbf{r}|<a$ (field point inside the sphere), there is only one pathway for arriving inside the sphere.

Therefore, the electric potential $\Phi_{j}(\mathbf{r})$ can be written as

$$
\Phi_{j}(\mathbf{r})= \begin{cases}\Phi_{0_{j}}(\mathbf{r})+\Phi_{1_{j}}(\mathbf{r}) & |\mathbf{r}|>a  \tag{3.5}\\ \Phi_{2_{j}}(\mathbf{r}) & |\mathbf{r}|<a\end{cases}
$$

where $\Phi_{0_{j}}(\mathbf{r})$ is the potential created by the dipole $\mu_{j}(j=x, y, z)$ in the absence of sphere (direct pathway), $\Phi_{1_{j}}(\mathbf{r})$ is the scattering potential outside the sphere originating from the charge redistribution of the sphere [induced by the dipole $\mu_{j}$ (indirect pathway)], and $\Phi_{2_{j}}(\mathbf{r})$ is the potential inside the sphere arising from the aforementioned charge redistribution.

I can obtain the potential $\Phi(\mathbf{r})$ [Eq. (3.4)] from the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ generated by a single point charge in presence of a sphere. First I add the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ originated from a point charge $-q$ placed at $\mathbf{r}_{\mathrm{D}}$ and the potential $\Phi^{e}(\mathbf{r})$ produced by a charge $q$ that is displaced $\Delta s \mathbf{n}_{\mathrm{D}}$ from $\mathbf{r}_{\mathrm{D}}$ (the dipole moment of this two charges system is $\left.\boldsymbol{\mu}_{\mathrm{D}}=q \Delta s \mathbf{n}_{\mathrm{D}}\right)$. At last, the potential $\Phi(\mathbf{r})$ for a point dipole $\boldsymbol{\mu}_{\mathrm{D}}$ at $\mathbf{r}_{\mathrm{D}}$ is found by applying the limit $\Delta s \rightarrow 0$ in such a way that $q \Delta s=$ constant $=\left|\boldsymbol{\mu}_{\mathrm{D}}\right|$. On the other hand, to find the point charge potential $\Phi^{e}(\mathbf{r})$, first I expand the known potential $\Phi_{0}^{\mathrm{e}}(\mathbf{r})=q /\left(4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|\right)$ (without sphere) in a multipolar series. Then, I propose that the scattering potential outside the sphere $\Phi_{1}^{\mathrm{e}}(\mathbf{r})$ and the potential inside the sphere $\Phi_{2}^{\mathrm{e}}(\mathbf{r})$ which arise from the charge redistribution induced by the point charge $q$ admit as well multipolar expansions. Finally, the multipolar weighting coefficients of $\Phi_{1}^{\mathrm{e}}(\mathbf{r})$ and $\Phi_{2}^{\mathrm{e}}(\mathbf{r})$ series are obtained from the boundary conditions that $\Phi^{\mathrm{e}}(\mathbf{r})$ satisfies at the sphere surface. In Appendix B, the potential $\Phi(\mathbf{r})$ and $\Phi^{\mathrm{e}}(\mathbf{r})$ are derived by following the outlined methodology.

It turns out that the potential $\Phi_{j}(\mathbf{r})$ [Eq. (3.5)] for a field point $\mathbf{r}$ outside the sphere $(|\mathbf{r}|>a)$ is given by

$$
\begin{align*}
& \Phi_{0_{x}}(\mathbf{r})=\frac{\mu_{x}}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{\mathbf{R} \cdot \mathbf{n}_{x}}{|\mathbf{R}|^{3}}  \tag{3.6}\\
& \Phi_{0_{y}}(\mathbf{r})=\frac{\mu_{y}}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{\mathbf{R} \cdot \mathbf{n}_{y}}{|\mathbf{R}|^{3}} \tag{3.7}
\end{align*}
$$

$$
\begin{gather*}
\Phi_{0_{z}}(\mathbf{r})=\frac{\mu_{z}}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{\mathbf{R} \cdot \mathbf{n}_{z}}{|\mathbf{R}|^{3}}  \tag{3.8}\\
\Phi_{1_{x}}(r, \theta, \phi)=\frac{\mu_{x} \cos \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2} r^{n+1}} P_{n}^{1}(\cos \theta),  \tag{3.9}\\
\Phi_{1_{y}}(r, \theta, \phi)=\frac{\mu_{y} \sin \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2} r^{n+1}} P_{n}^{1}(\cos \theta),  \tag{3.10}\\
\Phi_{1_{z}}(r, \theta)=\frac{\mu_{z}}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=0}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2} r^{n+1}} P_{n}(\cos \theta) . \tag{3.11}
\end{gather*}
$$

For a field point inside the sphere $(|\mathbf{r}|<a)$, the potential $\Phi_{j}(\mathbf{r})$ is

$$
\begin{align*}
\Phi_{2_{x}}(r, \theta, \phi) & =\frac{\mu_{x} \cos \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=0}^{\infty} \frac{2 n+1}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \frac{r^{n}}{z_{\mathrm{o}}^{n+2}} P_{n}^{1}(\cos \theta),  \tag{3.12}\\
\Phi_{2_{y}}(r, \theta, \phi) & =\frac{\mu_{y} \sin \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=0}^{\infty} \frac{2 n+1}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \frac{r^{n}}{z_{\mathrm{o}}^{n+2}} P_{n}^{1}(\cos \theta),  \tag{3.13}\\
\Phi_{2_{z}}(r, \theta) & =\frac{\mu_{z}}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=0}^{\infty} \frac{(2 n+1)(n+1)}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \frac{r^{n}}{z_{\mathrm{o}}^{n+2}} P_{n}(\cos \theta) . \tag{3.14}
\end{align*}
$$

Here, $(r, \theta, \phi)$ are the spherical coordinates of the field point $\mathbf{r}, \mathbf{n}_{x}\left(\mathbf{n}_{y}\right)$ is the unit vector along the $x(y)$-axis, $\mathbf{R}=\mathbf{r}-\mathbf{r}_{\mathrm{D}}, \alpha_{n}$ are the multipolar polarizabilities [40]

$$
\begin{equation*}
\alpha_{n}=\epsilon_{\mathrm{m}} \frac{n\left(\epsilon_{\mathrm{b}}-\epsilon_{\mathrm{m}}\right)}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} a^{2 n+1} \tag{3.15}
\end{equation*}
$$

and $P_{n}^{1}$ is the associated Legendre polynomials of order 1 and degree $n$ which is related to the corresponding Legendre polynomial $P_{n}$ as

$$
\begin{equation*}
P_{n}^{1}(u) \equiv\left(1-u^{2}\right)^{\frac{1}{2}} \frac{d}{d u} P_{n}(u) \tag{3.16}
\end{equation*}
$$

Lastly, I obtain the electric field $\mathbf{E}(\mathbf{r})$ from the potential $\Phi(\mathbf{r})$ [Eq. (3.1)]. This
renders
$\mathbf{E}(\mathbf{r})= \begin{cases}-\sum_{j} \nabla\left[\Phi_{0_{j}}(\mathbf{r})+\Phi_{1_{j}}(\mathbf{r})\right]=\left[\overleftrightarrow{\mathbf{Q}}_{0}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)+\overleftrightarrow{\mathbf{Q}}_{1}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)\right] \cdot \boldsymbol{\mu}_{\mathrm{D}}, & |\mathbf{r}|>a \\ -\sum_{j} \nabla \Phi_{2_{j}}(\mathbf{r})=\overleftrightarrow{\mathbf{Q}}_{2}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) \cdot \boldsymbol{\mu}_{\mathrm{D}}, & |\mathbf{r}|<a\end{cases}$
As seen in Eq. (3.17), $\mathbf{E}(\mathbf{r})$ can be expressed in a tensorial form where $\overleftrightarrow{\mathbf{Q}}_{0}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)$ is the unbounded medium quasi-static Green tensor (direct pathway), $\overleftrightarrow{\mathbf{Q}}_{1}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)$ is the scattering quasi-static Green tensor (indirect pathway) and $\overleftrightarrow{\mathbf{Q}}_{2}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)$ is the quasi-static Green tensor inside the sphere. The quasi-static Green tensor has the form of a $3 \times 3$ matrix, that is,

$$
\overleftrightarrow{\mathbf{Q}}_{k}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)=\left[\begin{array}{lll}
Q_{k_{x x}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{x y}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{x z}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)  \tag{3.18}\\
Q_{k_{y x}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{y y}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{y z}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) \\
Q_{k_{z x}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{z y}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right) & Q_{k_{z z}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)
\end{array}\right], \quad k=0,1,2
$$

Here, the components of the Green tensors $Q_{k_{i j}}(i, j=x, y, z)$ are given by

$$
\begin{equation*}
Q_{k_{i j}}\left(\mathbf{r}, z_{\mathbf{o}} \mathbf{n}_{z} ; \omega\right)=-\frac{\partial}{\partial i}\left[\frac{\Phi_{k_{j}}(\mathbf{r})}{\mu_{j}}\right] . \tag{3.19}
\end{equation*}
$$

The explicit expressions for $Q_{k_{i j}}$ are found in Appendix C. Notice that I have introduced a frequency dependence in the quasi-static Green tensor. I advert that this frequency dependence appears only implicitly in the dielectric constants of the sphere $\epsilon_{\mathrm{b}}(\omega)$ and the surrounding medium $\epsilon_{\mathrm{m}}(\omega)$ [dispersion].

### 3.2 Quasi-static $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ for a nano-sphere

I restrict myself when the acceptor is located outside the sphere at $\mathbf{r}_{A}$, thus the field point is redefined as $\mathbf{r}_{\mathrm{A}}=\mathbf{r}\left(\left|\mathbf{r}_{\mathrm{A}}\right|>a\right)$.

In general, the quasi-static Green tensor can be obtained from the dynamic

Green tensor as

$$
\begin{equation*}
\overleftrightarrow{\mathbf{Q}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\lim _{\frac{\omega}{c}\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \rightarrow 0} \frac{\omega^{2}}{c^{2} \epsilon_{\mathrm{o}}} \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) \tag{3.20}
\end{equation*}
$$

The Förster energy transfer rate $K_{\mathrm{F}}$ [Eq. (2.11)] that is valid in the quasi-static limit can be obtained by using the relationship (3.20) between the quasi-static and dynamic tensors. Therefore, the Förster energy transfer rate $K_{\mathrm{F}}$ in this limit is reduced to

$$
\begin{equation*}
K_{\mathrm{F}}=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{\hbar} \int_{0}^{\infty} f_{\mathrm{D}}(\omega) \operatorname{Im}\left[\alpha_{\mathrm{A}}(\omega)\right]\left|\mathbf{n}_{\mathrm{A}} \cdot\left[\overleftrightarrow{\mathbf{Q}}_{0}\left(\mathbf{r}_{\mathrm{A}}, z_{0} \mathbf{n}_{z} ; \omega\right)+\overleftrightarrow{\mathbf{Q}}_{1}\left(\mathbf{r}_{\mathrm{A}}, z_{0} \mathbf{n}_{z} ; \omega\right)\right] \cdot \mathbf{n}_{\mathrm{D}}\right|^{2} \mathrm{~d} \omega \tag{3.21}
\end{equation*}
$$

The donor decay rate $K_{\mathrm{D}}$ in the quasi-static limit must be handled with care. I recall from Eq. (2.16) that $K_{D} \propto \operatorname{Im}\left[\mathbf{n}_{D} \cdot \overleftrightarrow{G}\left(\mathbf{r}_{D}, \mathbf{r}_{D} ; \omega\right) \cdot \mathbf{n}_{D}\right]$ and that $\overleftrightarrow{G}\left(\mathbf{r}_{D}, \mathbf{r}_{D} ; \omega\right)$ is related to the field produced by the dipole $\mu_{D}$ at its own position. Since the field point $\mathbf{r} \rightarrow \mathbf{r}_{\mathrm{D}}$ is outside the sphere, the Green tensor $\overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ can be separated as

$$
\begin{equation*}
\overleftrightarrow{G}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right)=\overleftrightarrow{\mathbf{G}}_{0}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right)+\overleftrightarrow{\mathbf{G}}_{1}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \tag{3.22}
\end{equation*}
$$

This is consequence of the interacting pathways that I explained in Sec. 3.1. Thus, $\overleftrightarrow{\mathbf{G}}_{0}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ is associated to the electric field produced by the dipole in the unbounded medium (without sphere), and $\overleftrightarrow{G}_{1}\left(\mathbf{r}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ is associated to the field scattered by the sphere (generated by the dipole). While the field that is scattered by the sphere back into the dipole position $\left[\propto \overleftrightarrow{G}_{1}\left(\mathbf{r}_{D}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \boldsymbol{\mu}_{\mathrm{D}}\right]$ can be well approximated by the quasi-static limit [Eq. (3.20)], the field associated to $\overleftrightarrow{G}_{0}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ in the quasi-static approximation [Eq. (3.20)] does not yield the correct description. Thus, the dynamic tensor $\overleftrightarrow{G}_{0}\left(\mathbf{r}_{D}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ must be considered. The explicit expression for $\overleftrightarrow{G}_{0}\left(\mathbf{r}_{D}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ is encountered in Appendix A.1.1. From Eq. (A.10), it seems at first instance that $\overleftrightarrow{G}_{0}\left(\mathbf{r}_{D}, \mathbf{r}_{\mathrm{D}} ; \omega\right)$ diverges. However, the imaginary part of $\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathrm{G}}_{0}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \mathbf{n}_{\mathrm{D}}$ converges to

$$
\begin{equation*}
\operatorname{Im}\left[\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathbf{G}}_{0}\left(\mathbf{r}_{\mathrm{D}}, \mathbf{r}_{\mathrm{D}} ; \omega\right) \cdot \mathbf{n}_{\mathrm{D}}\right]=\frac{\omega}{6 \pi c} \sqrt{\epsilon_{\mathrm{m}}(\omega)} \tag{3.23}
\end{equation*}
$$

where I assume that $\operatorname{Im}\left[\epsilon_{\mathrm{m}}(\omega)\right]=0$. As expected from the geometrical properties of an unbounded and isotropic medium, Eq. (3.23) does not depend on the dipole position $\mathbf{r}_{\mathrm{D}}$ and the dipole orientation $\mathbf{n}_{\mathrm{D}}$. From the above statements, the donor decay rate $K_{\mathrm{D}}$ [Eq. (3.16)] in the quasi-static limit becomes

$$
\begin{equation*}
K_{\mathrm{D}}=\frac{2\left|\boldsymbol{\mu}_{\mathrm{D}}\right|^{2}}{\hbar} \int_{0}^{\infty} f_{\mathrm{D}}(\omega)\left\{\frac{\omega^{3}}{6 \pi c^{3} \epsilon_{\mathrm{o}}} \epsilon_{\mathrm{m}}+\operatorname{Im}\left[\mathbf{n}_{\mathrm{D}} \cdot \overleftrightarrow{\mathbf{Q}}_{1}\left(z_{\mathrm{o}} \mathbf{n}_{z}, z_{\mathrm{o}} \mathbf{n}_{z}\right) \cdot \mathbf{n}_{\mathrm{D}}\right]\right\} \mathrm{d} \omega .( \tag{3.24}
\end{equation*}
$$

The Green tensor elements $Q_{1_{i j}}\left(\mathbf{r}, z_{0} \mathbf{n}_{z} ; \omega\right)(i, j=x, y, z)$ can be further simplified when $\mathbf{r}=\mathbf{r}_{\mathrm{D}}=z_{\mathrm{o}} \mathbf{n}_{\mathrm{D}}$. I found that the off-diagonal elements $Q_{1_{i j}}\left(z_{\mathrm{o}} \mathbf{n}_{z}, z_{\mathrm{o}} \mathbf{n}_{z} ; \omega\right)$ $(i \neq j)$ vanish and the diagonal elements are

$$
\begin{gather*}
Q_{1_{x x}}\left(z_{0}, 0, \phi ; z_{\mathrm{o}} \mathbf{n}_{z}\right)=Q_{1 y y}\left(z_{0}, 0, \phi ; z_{\mathrm{o}} \mathbf{n}_{z}\right)=\frac{1}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} n(n+1) \frac{\alpha_{n}}{z_{\mathrm{o}}^{2 n+4}},  \tag{3.25}\\
Q_{1 z z}\left(z_{0}, 0, \phi ; z_{\mathrm{o}} \mathbf{n}_{z}\right)=\frac{1}{4 \pi \epsilon_{0} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1)^{2} \alpha_{n}}{z_{0}^{2 n+4}} . \tag{3.26}
\end{gather*}
$$

These results follow by the fact that

$$
\begin{equation*}
\Pi_{n}[0]=\tau_{n}[0]=\frac{n}{2}(n+1), \text { and } P_{n}[1]=1, \tag{3.27}
\end{equation*}
$$

where $\Pi_{n}[\theta]$ and $\tau_{n}[\theta]$ are defined in Eqs. (C.23) and (C.24), respectively. The equations (3.27) can be proved by using the properties and recursion relationships of associated Legendre polynomials $P_{n}^{m}[58,59]$.

## Chapter 4

## Case study: Silver spherical nanoparticle

### 4.1 Molecular emission and absorption spectra

Fluorophores are light-emitting organic molecules. Once a fluorophore is excited, it eventually decays to the ground state by emitting a photon (fluorescence). The fluorophore excitation is usually done by means of light illumination in which the absorbed photon energy is larger than the emitted photon energy. Fluorophores are used as molecular probes. These molecular probes are binding structures that contain a fluorophore (label) and that can be only attached to a specific part of a target protein. Therefore, this capability for addressing particular protein sites is exploited for studying biological processes (protein folding, intracellular dynamics), and for identifying and characterizing viruses and bacteria.

Herein, I consider two different donor-acceptor pairs. The first (second) pair possesses donor emission and acceptor absorption spectra that exclude (include) silver nanoparticle plasmonic resonant frequencies. Molecular probe manufacturers usually provide spectral data of fluorophore emission (absorption) $\sigma_{e(a)}\left(\lambda_{o i}\right)$ as a function of a set of free-space wavelength values $\left[\lambda_{o i}, i=1,2,3, \ldots, M\right]$ with
normalized units such that $\operatorname{Max}\left[\sigma_{e(a)}\left(\lambda_{o i}\right)\right]=100$. As seen previously, the normalized donor emission spectrum $f_{\mathrm{D}}(\omega)$ and the acceptor polarizability imaginary part $\operatorname{Im}\left[\alpha_{\mathrm{A}}(\omega)\right]$ are required for calculating the Förster energy the transfer rate $K_{\mathrm{F}}$ and the donor decay rate $K_{\mathrm{D}}$. In Appendix D , I describe how $f_{\mathrm{D}}$ and $\operatorname{Im}\left[\alpha_{\mathrm{A}}\right]$ are obtained from the spectral data $\sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{\mathrm{o} i}\right)$.

### 4.1.1 Donor (Cy5)-acceptor (Cy5.5) pair (off-resonance)

The molecular pair whose spectra lie far from the sphere plasmonic resonances is composed of a Cy5 molecule (donor) and a Cy5.5 molecule (acceptor). The Cy5 and Cy5.5 belong to the cyanine dye family and they are usually synthesized with reactive groups on either one or both of nitrogen side chains for chemical linking to nucleic acids or proteins [60]. These molecules are commonly used in biological studies. Figure 4.1 shows $f_{\mathrm{D}}(\mathrm{Cy} 5)$ and $\operatorname{Im}\left[\alpha_{\mathrm{A}}\right]$ (Cy5.5) as a function of the free-space wavevector $k_{\mathrm{o}}$ (see Appendix D).


Figure 4.1: The normalized Cy5 (donor) emission spectrum $f_{\mathrm{D}}$ and the Cy5.5 (acceptor) absorption spectrum ( $\operatorname{Im}\left[\alpha_{\mathrm{A}}\right]$ ) vs. free-space wavevector $k_{o}$.

### 4.1.2 Donor (LysoTracker ${ }^{\text {TM }}$ Blue)-acceptor (F2N12S) pair (on-resonance)

I have chosen LysoTracker ${ }^{\text {TM }}$ Blue (donor) and F2N12S (acceptor) for studying the effects arising from the sphere plasmonic resonances. The LysoTracker ${ }^{\text {TM }}$ Blue (donor) is an acidotropic probe (embedded in methanol) for labeling and tracking acidic organelles in live cells [61]. The F2N12S (acceptor) is a violet-excitable dye for detecting asymmetrical membrane changes during apoptosis (programmed cell death process) [62].

In Fig. 4.2, the donor (LysoTracker ${ }^{\text {TMM }}$ Blue) normalized emission spectrum and the imaginary part of the acceptor (F2N12S) polarizability are plotted (see Appendix D). Notice that the spectral overlap for this pair is different than that for the Cy5-Cy5.5 pair (see Figs. 4.1 and 4.2).


Figure 4.2: The normalized LysoTracker ${ }^{\text {TM }}$ Blue (donor) emission spectrum $f_{\mathrm{D}}$ and the F2N12S (acceptor) absorption spectrum $\left(\operatorname{lm}\left[\alpha_{\mathrm{A}}\right]\right)$ vs. free-space wavevector $k_{\mathrm{o}}$.

### 4.2 Sphere and embedding medium dielectric functions

### 4.2.1 Embedding medium dielectric function

The donor and acceptor molecules (fluorophores) are usually prepared in either water or a buffer solution. The latter is prepared with a weak acid (base) and its conjugate base (acid) and is resistant to pH changes when small quantities of strong acids or bases are introduced. Therefore, I consider that the molecules and the silver nanoparticle are embedded in an aqueous medium with dielectric constant $\epsilon_{\mathrm{m}}(\omega)=1.77$ (water for optical frequencies).

### 4.2.2 Silver sphere dielectric function

The metal response to electromagnetic fields is associated to free conduction electrons. In this gas of electrons, the single electron ballistic motion is limited by crystal defects, impurities, electron-phonon, and electron-electron interactions. From these considerations, the electric susceptibility of a metal can be described by (Drude model)

$$
\begin{equation*}
\chi_{\mathrm{d}}(\omega)=-\frac{\omega_{\mathrm{p}}^{2}}{\omega^{2}+i \tilde{\gamma}_{\mathrm{d}} \omega}, \tag{4.1}
\end{equation*}
$$

where $\omega_{\mathrm{p}}=\tilde{n} e^{2} /\left(m \epsilon_{0}\right)$ is the plasma frequency $[e(m)$ is the electron charge (effective mass) and $\tilde{n}$ is the free electron density] and $\tau_{\mathrm{d}} \equiv 1 / \tilde{\gamma}_{\mathrm{d}}=\ell_{\infty} / v_{\mathrm{F}}$ is the average time between collisions [ $\ell_{\infty}$ is the mean free path and $v_{\mathrm{F}}$ is the Fermi velocity]. For silver, $\omega_{\mathrm{p}}=1.38 \times 10^{16} \mathrm{rad} / \mathrm{s}, \tilde{\gamma}_{\mathrm{d}}=2.7 \times 10^{13} \mathrm{rad} / \mathrm{s}, v_{\mathrm{F}}=1.4 \times 10^{15}$ $\mathrm{nm} / \mathrm{s}$, and $\ell_{\infty}=52 \mathrm{~nm}[63,64]$. However, an accurate description of the metal susceptibility should include the contribution of interband transitions (bounded electrons). This susceptibility, given by $\chi_{\mathrm{i}}(\omega)$, is significant for optical frequencies.

Therefore, the bulk dielectric function of a metal can be written as

$$
\begin{equation*}
\epsilon_{\mathrm{b}}(\omega)=1+\chi_{\mathrm{d}}(\omega)+\chi_{\mathrm{i}}(\omega) . \tag{4.2}
\end{equation*}
$$

When the volume $\ell^{3}$ of a metallic particle is reduced in such a way that $\ell<\ell_{\infty}$, the mean free path is modified. As a consequence, the metal dielectric function of the particle is different from that of the bulk. In addition, the interaction of the free electrons with the surface atoms of the surrounding medium causes temporary charge-transfer reactions. This leads to dephasing of the collective motion of the electrons [63-65]. Experimental and theoretical studies found that the freeelectron susceptibility of a metallic spherical particle is still given by the Drude model, but the damping factor is size-dependent [66], namely,

$$
\begin{equation*}
\chi_{\mathrm{d}}(\omega, a)=-\frac{\omega_{\mathrm{p}}^{2}}{\omega^{2}+i \gamma_{\mathrm{d}}(a) \omega}, \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\mathrm{d}}(a)=\tilde{\gamma}_{\mathrm{d}}+\left(A_{1}+A_{2}\right) \frac{v_{\mathrm{F}}}{a}=\tilde{\gamma}_{\mathrm{d}}+A \frac{v_{\mathrm{F}}}{a} . \tag{4.4}
\end{equation*}
$$

Here, $A_{1}$ and $A_{2}$ are dimensionless factors due to the aforementioned electron confinement and surface effects, respectively. The factor $A=A_{1}+A_{2}$ can be accurately determined by experiments. Typical $A$-values are: $A=0.25$ for vacuum, $A=0.26$ for $\mathrm{Ne}, A=0.9$ for $\mathrm{CO}, A=1.3$ for $\mathrm{SiO}_{2}, A=1.6$ for $\mathrm{Al}_{2} \mathrm{O}_{3}$, and $A=3.6$ for $\mathrm{Cr}_{2} \mathrm{O}_{3}[65,66]$. On the other hand, the interband susceptibility $\chi_{\mathrm{i}}$ is not affected by the particle size reduction for clusters larger than $\sim 200$ atoms [63, 65]. Here this is case, thus I consider $\chi_{\mathrm{i}}$ size-independent. Therefore, the size dependent dielectric function of the metal spherical particle is

$$
\begin{equation*}
\epsilon_{\mathrm{b}}(\omega, a)=1+\chi_{\mathrm{d}}(\omega, a)+\chi_{\mathrm{i}}(\omega) . \tag{4.5}
\end{equation*}
$$

In addition, nonlocal corrections (the material polarization at a certain point $\mathbf{r}$ depends on the electric field at $r$ and neighboring points of $r$ ) must be taken
into account for a more exact description of electromagnetic response of a few nanometers size metallic particle. The main difference with respect to local response is that the inclusion of nonlocal effects renders the appearance of additional resonant plasmonic frequencies beyond the plasma frequency $\omega_{p}[67,68]$. Since the emission and absorption spectra are below the plasma frequency $\omega_{\mathrm{p}}$, I have disregarded nonlocal corrections.

In Fig. 4.3, the silver dielectric function $\epsilon_{\mathrm{b}}$ as a function of the free-space wavelength $\lambda_{0}$ is plotted for the bulk and particle radii $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm . Since the $A$-value for water is not reported elsewhere, I have chosen $A=0.9$ (an intermediate value with respect to the aforementioned $A$-values). The plots of Fig. 4.3 were obtained as follows. The bulk silver dielectric function $\epsilon_{\mathrm{b}}(\omega)$ comes from linear interpolation in log-log scale (this linear interpolation is better than that in linear-linear scale [69, 70]) of the experimental data [71]. Then by using $\epsilon_{\mathrm{b}}(\omega)$ and the aforementioned Drude model silver parameters, $\chi_{i}(\omega)$ is obtained from Eq. (4.1). Lastly, the size-dependent silver dielectric function $\epsilon_{\mathrm{b}}(\omega, a)$ [Eq. (4.5)] can be calculated from Eqs. (4.3) and (4.4). As seen in Fig. 4.3, the deviations of $\operatorname{Re}\left[\epsilon_{\mathrm{b}}\right]$ and $\operatorname{Im}\left[\epsilon_{\mathrm{b}}\right]$ with respect to the bulk increase as $a$ decreases and $\lambda_{\mathrm{o}}$ increases. These deviations are more significant for $\operatorname{Im}\left[\epsilon\left(\lambda_{o}\right)\right]$ than for $\operatorname{Re}\left[\epsilon\left(\lambda_{o}\right)\right]$.

### 4.3 Surface plasmons in nanoparticles

In metallic nanoparticles, collective charge oscillations can occur. These oscillations are called surface plasmons and can be excited with electromagnetic fields. The excitation of these surface plasmons enables the nanoscale confinement of light energy.

The Mie theory describes analytically the electromagnetic response of a sphere and the conditions for light excitation surface plasmons. In Mie theory, the scattering and the sphere internal fields are expanded in a vector spherical harmonics series in which the weighting coefficients of the expansion elements depend on


Figure 4.3: Silver dielectric function $\epsilon_{\mathrm{p}}$ as a function of the wavelength $\lambda_{\mathrm{o}}$ for the bulk and $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm . (a) Real part. (b) Imaginary part. In this case the plasma wavelength is $\lambda_{\mathrm{p}}=137 \mathrm{~nm}$.
the excitation field. According to Mie theory in the limit $\omega \sqrt{\epsilon_{\mathrm{m}}} a / c \rightarrow 0$, surface plasmons can be excited when [nonmagnetic sphere $(\mu=1)$ ]

$$
\begin{equation*}
n \epsilon_{\mathrm{b}}(\omega)+(n+1) \epsilon_{\mathrm{m}}(\omega)=0, \tag{4.6}
\end{equation*}
$$

where $n=1,2,3, \ldots$. The left hand side of Eq. (4.6) shows up not only in the denominator of some of the Mie scattering and internal coefficients but also in the denominator of the quasi-static polarizabilities $\alpha_{n}(\omega)$ [see Eq. (3.15)]. This connection is consistent with the quasi-static approach that I am using.

To roughly estimate the localization of surface plasmons resonant frequencies, I consider that $\epsilon_{\mathrm{m}}$ is nearly constant and $\operatorname{Im}\left[\epsilon_{\mathrm{m}}\right]=0$ (nonabsorbing) in the spectral range in which these resonances occur and that $\left|\operatorname{Re}\left[\epsilon_{b}\right]\right| \gg \operatorname{Im}\left[\epsilon_{b}\right]$. Hence, Eq. (4.6) under these considerations is reduced to

$$
\begin{equation*}
\operatorname{Re}\left[\epsilon_{\mathrm{b}}\left(\bar{\omega}_{n}\right)\right]=-\frac{(n+1)}{n} \epsilon_{\mathrm{m}}, \tag{4.7}
\end{equation*}
$$

where $\bar{\omega}_{n}(n=1,2,3, \ldots)$ are the plasmon resonant frequencies. I remark that, in general, the resonant frequencies $\bar{\omega}_{n}$ depend on the particle embedding medium, the particle dielectric function, and the geometrical shape of the nanoparticle.

To illustrate the surface plasmon excitation by light, I assume an oscillating dipole that is placed 1 nm away from the surface of a silver sphere (embedded in water) with radius $a=7.5 \mathrm{~nm}$. The dipole oscillates with frequencies that correspond to the free-space wavelength $\lambda_{o}=666 \mathrm{~nm}$ (off-resonance), 395 nm (near dipole resonance, $n=1$ ), and 371 nm (near quadrupole resonance, $n=2$ ). Figure 4.4 displays the contour plots of the total electric field intensity $|\mathrm{E}(\mathbf{r})|^{2}$ generated by a dipole that is oriented in the $x$-direction and is oscillating at the aforementioned frequencies, as well as the partial scattering and internal electric field intensities of the first and second terms of the multipolar expansion [see Eq. (3.18)], namely, the dipole $\left(\left|\mathrm{E}_{\mathrm{dp}}(\mathbf{r})\right|^{2}\right)$ and quadrupole $\left(\left|\mathrm{E}_{\mathrm{qd}}(\mathbf{r})\right|^{2}\right)$ contributions, respectively; whereas Fig. 4.5 shows the same field intensity distributions,
but the dipole is oriented in the $z$-direction. By comparing the left column intensity distributions of Figs. 4.4 and 4.5 with those of the middle and right columns, it can be noticed an enhancement of the scattering and internal fields due to the excitation of plasmonic resonances. As seen in Figs. 4.4 and 4.5 (middle row), the dipole intensity $\left|\mathbf{E}_{\mathrm{dp}}(\mathbf{r})\right|^{2}$ inside the sphere, as expected, is constant. Moreover, inside the sphere, the intensity strengths for wavelengths $\lambda_{o}=395 \mathrm{~nm}$ and $\lambda_{\mathrm{o}}=371 \mathrm{~nm}$ (near resonance) are of the same order of magnitude and they are about 2 orders of magnitude larger than that for $\lambda_{o}=666 \mathrm{~nm}$ (out of resonance). Conversely, outside the sphere, for the $x$-oriented dipole and near plasmonic resonance, the intensity $\left|\mathbf{E}_{\mathrm{dp}}(\mathbf{r})\right|^{2}$ decreases in a lower rate as the distance from the sphere increases for $\lambda_{o}=395 \mathrm{~nm}$ (near dipole resonance) than for $\lambda_{\mathrm{o}}=371 \mathrm{~nm}$ (near quadrupole resonance). This behavior is also observed for the $z$-oriented dipole, but the largest intensity level that occurs at the vicinity of the sphere surface [see Fig. 4.5 middle row, and middle and right columns] is one order of magnitude larger for this dipole orientation than for the $x$-oriented dipole. On the other hand, inside the sphere, the quadrupole intensity $\left|\mathrm{E}_{\mathrm{qd}}(\mathbf{r})\right|^{2}$ varies spatially (see Figs. 4.4 and 4.5 bottom row). Also, at plasmonic resonance [Figs. 4.4 and 4.5 bottom row, and middle and right columns], the high intensity regions of $\left|\mathbf{E}_{\mathrm{qd}}(\mathbf{r})\right|^{2}$ are also concentrated near the sphere surface and their intensity strength can be as high as for the dipole contribution. Actually, the field confinement in the vicinity of sphere surface is the reason why these excitations are denominated surface plasmons. As side note, surface plasmons in nanoparticles can be applied in near field microscopy (resolution beyond the diffraction limit) due to aforementioned field enhancement and confinement. Since the resonant frequencies are very sensitive to the sphere surrounding dielectric function, surface plasmon can be implemented for biodetectors. Currently, the study of the optical response of metallic nanostructures (plasmonics or nanoplasmonics) is a very active research field.


Figure 4.4: Contour plots of the electric field intensity (at the $x z$-plane) that is generated by the an electric dipole. The sphere has a radius $a=7.5 \mathrm{~nm}$ and is embedded in a liquid with $\epsilon_{\mathrm{m}}=1.77$. An oscillating dipole with frequency $\omega_{\mathrm{o}}=2 \pi c / \lambda_{\mathrm{o}}$ is oriented in the $x$-direction and is placed 1 nm away from the sphere surface. Upper row: total electric field intensity $|\mathbf{E}(\mathbf{r})|^{2}$. Middle row: partial dipole contribution $\left|\mathbf{E}_{\mathrm{dp}}(\mathbf{r})\right|^{2}$. Bottom row: partial quadrupole contribution $\left|\mathbf{E}_{\mathrm{qp}}(\mathbf{r})\right|^{2}$. Left column: $\lambda_{\mathrm{o}}=666 \mathrm{~nm}$. Middle column: $\lambda_{\mathrm{o}}=395 \mathrm{~nm}$. Right column: $\lambda_{\mathrm{o}}=371 \mathrm{~nm}$. The electric field intensity has arbitrary units.


Figure 4.5: Contour plots of the electric field intensity (at the $x z$-plane) that is generated by the an electric dipole. The sphere has a radius $a=7.5 \mathrm{~nm}$ and is embedded in a liquid with $\epsilon_{\mathrm{m}}=1.77$. An oscillating dipole with frequency $\omega_{\mathrm{o}}=2 \pi c / \lambda_{\mathrm{o}}$ is oriented in the $z$-direction and is placed 1 nm away from the sphere surface. Upper row: total electric field intensity $|\mathbf{E}(\mathbf{r})|^{2}$. Middle row: partial dipole contribution $\left|\mathbf{E}_{\mathrm{dp}}(\mathbf{r})\right|^{2}$. Bottom row: partial quadrupole contribution $\left|\mathbf{E}_{\mathrm{qp}}(\mathbf{r})\right|^{2}$. Left column: $\lambda_{\mathrm{o}}=666 \mathrm{~nm}$. Middle column: $\lambda_{\mathrm{o}}=395 \mathrm{~nm}$. Right column: $\lambda_{\mathrm{o}}=371 \mathrm{~nm}$. The electric field intensity has arbitrary units.

### 4.4 Förster energy transfer rate $K_{\mathrm{F}}$

Now I study the influence on the Forster energy transfer rate $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}}\right)$ by the presence of a silver spherical nanoparticle. I consider

$$
\begin{equation*}
\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right) \equiv K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}}=z_{\mathrm{o}} \mathbf{n}_{z}\right) / K_{\mathrm{D} 0}, \tag{4.8}
\end{equation*}
$$

that is, the normalized Förster energy transfer rate $K_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}, \mathbf{r}_{\mathrm{D}}=z_{\mathrm{o}} \mathbf{n}_{z}\right)$ (donor placed at the $z$-axis and outside the sphere) with respect to the donor decay rate without sphere $\left(K_{\mathrm{D} 0}\right) . K_{\mathrm{D} 0}$ is the expression with the exclusion of the scattering term $\left[\overleftrightarrow{\mathbf{Q}}_{1}\left(\mathbf{r}_{\mathrm{A}}, z_{0} \mathbf{n}_{\mathrm{D}} ; \omega\right)\right.$ ] in Eq. (3.24). Then by using this expression for $K_{\mathrm{D} 0}$ and Eq. (3.21), the ratio $K_{\mathrm{F}} / K_{\mathrm{D} 0}$ is obtained. $K_{\mathrm{D} 0}$ is independent of the donor position $\mathrm{r}_{\mathrm{D}}$ and the donor orientation $\mathrm{n}_{\mathrm{D}}$. Of course, I consider donoracceptor pairs: Cy5-Cy5.5 (off-resonance) and Lysotracker ${ }^{\text {TM }}$ Blue-F2N12S (onresonance). These molecules are embedded in an aqueous medium with dielectric constant $\epsilon_{\mathrm{m}}=1.77$.

### 4.4.1 Donor and acceptor dipole moments oriented in the zdirection

The normalized Förster energy transfer rate $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\left(\mathbf{r}_{\mathrm{A}} \in x z\right.$ - plane) is analyzed for donor and acceptor dipole moments that are oriented in the $z$-direction. Figure 4.6 displays contour plots of the normalized Förster energy transfer rate $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ for particle radius $a=2.5 \mathrm{~nm}$, donor positions $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$, and 12 nm , and the off(on)-resonance case [left(right) column of Fig. 4.6]. For comparison purposes, $\tilde{K}_{\mathrm{F}}$ is depicted without silver sphere (top of Fig. 4.6). As seen in Figs. 4.6(b)-(d) and (f)-(h), the contour plots of $\tilde{K}_{\mathrm{F}}$ are modified with the presence of a metallic sphere. By comparing the graphs with and without sphere, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=1,2,3$ that enclose a region in which the acceptor is placed very near the donor ( $\lesssim 3 \mathrm{~nm}$ separation) suffer only a slight change of the


Figure 4.6: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=2.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center). Here, $\mathbf{r}_{\mathrm{A} i}(i=1,2,3,4,5)$ is a particular acceptor position, which will be used in Table 4.1 to calculate the enhancement factor $K_{\mathrm{F}} / K_{\mathrm{F} 0}$.
bottom lobe when the donor is placed at a distance $z_{o}-a=2 \mathrm{~nm}$ and 6 nm . [see Figs. 4.6 (a)-(c) and (e)-(g)]. In this region, the direct acceptor-donor interaction dominates, thus the influence of the sphere is weak. On the contrary, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ are greatly altered by the presence of the metallic particle. In fact, when the donor is placed near the sphere ( $z_{0}-a=2 \mathrm{~nm}$ ), these contour lines enclose a larger area than for case without particle, as illustrated in Figs. 4.6 (a)-(b) and (e)-(f). This means that these levels of $\tilde{K}_{\mathrm{F}}$ can occur at a larger donor-acceptor separation in presence of the sphere than without the sphere. Also as seen in Figs. 4.6 (b) and (f), the shape of lobes corresponding to these contour line values are smoother for the on-resonance case than for offresonance. This difference is due to the excitation of surface plasmons which originates strong scattering fields in the vicinity of the sphere. Unexpectedly, when the donor-surface separation is 6 nm , the area enclosed by the contour lines for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ have shrunk with respect to the 2 nm donorsurface separation and even to the case in the absence of the sphere. This area enhancement-reduction effect arises as a result of the interference between the direct and scattering fields that are generated by the donor dipole (the strength of the scattering field depends strongly on the donor position). From Fig. 4.6 (g), small lateral lobes for the contour line $\log \left[\tilde{K}_{\mathrm{F}}\right]=-2$ can be noticed beside the sphere. At a donor-surface distance $z_{0}-a=12 \mathrm{~nm}$, the contour plots that are depicted in Figs. 4.6(d) and (h) look almost like their corresponding contour plots in absence of sphere [Figs. 4.6(a) and (e), respectively] with the exception of the bottom lobe for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$. As the donor-surface separation is further increased, the patterns of the contour plots without sphere should be recovered.

The relative enhancement of the Förster energy transfer rate in presence of the nanoparticle is usually calculated with respect to Förster energy transfer rate without sphere ( $K_{\mathrm{F}} / K_{\mathrm{FO}}$ ). This enhancement factor can be obtained from the contour plots of Fig. 4.6 as $K_{\mathrm{F}} / K_{\mathrm{F} 0}=\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}^{\prime}\right) / \tilde{K}_{\mathrm{F} 0}\left(\mathbf{r}_{\mathrm{A}}^{\prime}\right)\left(\tilde{K}_{\mathrm{F} 0}\right.$ refers to the case in which the sphere is absent and the argument $r_{\mathrm{A}}^{\prime}$ indicates the acceptor position

Table 4.1: Enhancement of the energy transfer Förster rate with respect the case in the absence of the sphere $\left(\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}\right)$ at particular points $\mathbf{r}_{\mathrm{A} i}$ (shown in Fig. 4.6 and $i=$ $1, \ldots, 5)$ and donor locations $\left(z_{0}\right)$. Here, the donor and acceptor dipoles are oriented in the $z$-direction and the sphere has a radius $a=2.5 \mathrm{~nm}$. Note that although $z_{0}-a$ and $\left|\mathbf{r}_{\mathrm{A} i}-\mathbf{r}_{\mathrm{D}}\right|$ are the same for $\mathbf{r}_{\mathrm{A} 4}$ and $\mathbf{r}_{\mathrm{A} 5}$, these acceptor positions are not the same.

|  |  |  | off-resonance | on-resonance |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{r}_{\mathrm{A} i}$ | $z_{\mathrm{o}}-a(\mathrm{~nm})$ | $\left\|\mathbf{r}_{\mathrm{A} i}-\mathbf{r}_{\mathrm{D}}\right\|(\mathrm{nm})$ | $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ | $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ |
| $\mathbf{r}_{\mathrm{A} 1}$ | 2 | 8 | 14.5164 | 68.6564 |
| $\mathbf{r}_{\mathrm{A} 2}$ | 6 | 12 | 4.0718 | 14.2887 |
| $\mathbf{r}_{\mathrm{A} 3}$ | 12 | 18 | 2.0233 | 6.0451 |
| $\mathbf{r}_{\mathrm{A} 4}$ | 2 | 1.5 | 1.0259 | 1.0394 |
| $\mathbf{r}_{\mathrm{A} 5}$ | 2 | 1.5 | 1.5548 | 2.0395 |

relative to the donor position). To illustrate the order of magnitude of $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$, I have chosen five points $\mathbf{r}_{\mathrm{A} i}(i=1, \ldots, 5)$ that are marked in Figs. 4.6 (b)-(d) and (f)-(h) (with sphere) and the corresponding points without sphere are marked in Figs. 4.6 (a) and (e). The enhancement factors $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ for these points are tabulated in Table 4.1. From Table 4.1, it can be noticed that a large enhancement of $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ occurs when the donor and acceptor are placed in the opposite sides of the sphere and the acceptor is close to the particle ( $\mathbf{r}_{\mathrm{A} 1}, \mathbf{r}_{\mathrm{A} 2}$, and $\mathbf{r}_{\mathrm{A} 3}$ and the intermolecular separation falls in the range $8-18 \mathrm{~nm}$ ). The largest enhancement $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ happens for the smallest donor-surface separation and on-resonance. On the other hand a very modest enhancement $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ is obtained at $\mathbf{r}_{\mathrm{A} 4}$ (on top of donor and sphere) and $\mathbf{r}_{\mathrm{A} 5}$ (between donor and sphere) that are just located 1.5 nm apart from the donor. From these results, the enhancement of $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ is greater at larger intermolecular separations. However, this enhancement of $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ must be carefully interpreted. Actually, the Förster energy transfer rate $K_{\mathrm{F}}$ at points $\mathbf{r}_{\mathrm{A} 1}, \mathbf{r}_{\mathrm{A} 2}$, and $\mathbf{r}_{\mathrm{A} 3}$ is much smaller than the direct donor decay rate $K_{\mathrm{D} 0}$. Consequently, the direct donor decay event would be more likely to occur and therefore the Förster occurence is very unlikely. On the contrary, the Förster energy transfer rate is larger than the direct donor decay rate at $\mathbf{r}_{\mathrm{A} 4}$ and $\mathbf{r}_{\mathrm{A} 5}$. In this case, the Förster energy transfer occurrence is more probable than the direct
decay donor process (high efficiency). Even the Förster efficiency becomes more deteriorated when the direct donor decay modification due to the presence of sphere is considered. This will be treated in detail in Secs. 4.5 and 4.6.

Figure 4.7 shows the contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ for a silver sphere with radius $a=7.5 \mathrm{~nm}$. As in Fig. 4.6, I consider the on- and off-resonance cases and the cases for which $z_{0}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$, and 12 nm . Also the top $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ contour plots [Figs. 4.7 (a) and (e)] correspond to the situation without sphere. Analogously to previous case ( $a=2.5 \mathrm{~nm}$ ), the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=1,2,3$ are practically unchanged with the exception of the bottom lobes for the shortest donor-surface separation ( $z_{o}-a=2 \mathrm{~nm}$ ), while the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ are strongly modified with the presence of the sphere. When the donor is placed close to the surface at $z_{o}=2 \mathrm{~nm}+a$, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ enclose a larger area than those for the case without sphere [see Fig. 4.7(b) and (f)]. This behavior is similar to the case for which $a=2.5 \mathrm{~nm}$, however the enlargement of these contour lines is more remarkable [compare Fig. 4.6(b) with Fig. 4.7(b), and Fig. 4.6 (f) with Fig. 4.7(f)]. Again for this donor-surface separation, the lobed patterns for the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ are smoother for the onresonance case than for off-resonance, as seen in Figs. 4.7(b) and (f). Moreover, these lobed patterns for on-resonance are even smoother than the case with a smaller particle size [see Figs. 4.7 (f) and $4.6(\mathrm{f})$ ]. Now let us consider the situation when donor-surface distance is increased to $z_{\mathrm{o}}-a=6 \mathrm{~nm}$ [Figs. 4.7(c) and (g)]. The area enclosed by the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ is smaller for this distance than for $z_{0}-a=2 \mathrm{~nm}$, but there is the appearance of additional lateral lobes for the contour line $\log \left[\tilde{K}_{F}\right]=-3$ next to the sphere and bottom lobes for the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ and -2 that are extended below the sphere. At last, when the donor-surface separation becomes $z_{0}-a=12 \mathrm{~nm}$, the contour line patterns almost resemble the ones without sphere [see Figs. 4.7(a,d) and $(\mathrm{e}, \mathrm{h})]$. Overall, the main difference from the case for $a=7.5 \mathrm{~nm}$ and $a=2.5 \mathrm{~nm}$ is that the effect of the enhancement of the area enclosed is greater for the larger


Figure 4.7: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=7.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
particle size. This is explained by taking into account that the strength of the multipolar polarizabilties $\alpha_{n}$ [ $n=1,2,3, \ldots$, Eq. (3.15)] increases as the particle size increases which yields a stronger electric field.

Next I discuss the case for which $a=12.5 \mathrm{~nm}$. The contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ are depicted in Fig. 4.8 which considers the same donor-surface distances as Figs. 4.6 and 4.7 and includes contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ without sphere. It is also observed from Fig. 4.8 that only the bottom contour lines of $\log \left[\tilde{K}_{\mathrm{F}}\right]=1,2,3$ are barely modified when the donor is located 2 nm away form the sphere surface. Conversely, as previous cases, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1$ are modified with the presence of the sphere. The effect is strongest for the shortest donor-surface separation ( $z_{\mathrm{o}}-a=2 \mathrm{~nm}$ ). In fact, the lobed patterns corresponding to these contour curves are larger than for $a=7.5 \mathrm{~nm}$ at the same donorsurface separation ( $z_{0}-a=2 \mathrm{~nm}$ ), but these dimensional changes are minimal ( $\sim 10 \%$ ), despite the sphere volume is a factor 4.63 larger [compare Fig. 4.8(b) with Fig. 4.7(b), and Fig. 4.8(f) with Fig. 4.7(f)]. Also at the donor-surface separation $z_{0}-a=2 \mathrm{~nm}$, in comparison with the sphere absent case, the change of the shapes for the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1$ is more notorious for the on-resonance (surface plasmon excitation) case than for the off-resonance case. Furthermore, the bottom lobe for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-2$ shows up for the on-resonance case, whereas this lobe is absent for the off-resonance case [see Figs. 4.8(b) and (f)]. When the donor is moved to a distance $z_{\mathrm{o}}-a=6 \mathrm{~nm}$ from the sphere surface [Figs. 4.8(c) and (g)], the lobed patterns above the sphere look similar in shape and dimension than those for $a=7.5 \mathrm{~nm}$; small lateral lobes for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ appear beside the sphere only for the on-resonance case, but the bottom lobe for this contour curve level emerges below the sphere for both onand off-resonance. The contour curves $\log \left[\tilde{K}_{\mathrm{F}}\right]$ at a donor-surface separation $z_{\mathrm{o}}-a=12 \mathrm{~nm}$ almost retake the shape when sphere is absent (excluding the bottom lobes for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2$ ).


Figure 4.8: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=12.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{0}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).

### 4.4.2 Donor and acceptor dipole moments oriented in the $x$ direction

In this section, I study $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\left(\mathbf{r}_{\mathrm{A}} \in x z\right.$ - plane) when the donor and acceptor dipole moments are oriented in the $x$-direction. As in Sec. 4.4.1, I consider particle sizes $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$, and 12.5 nm ; donor-surface separations $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$, and 12 nm ; off- and on-resonance cases.

The contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ for $a=2.5 \mathrm{~nm}$ appear in Fig. 4.9. Figure 4.9 also shows the contour plots $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ for the bulk medium (without sphere). It can be noticed that the contour curves $\log \left[\tilde{K}_{\mathrm{F}}\right]=1,2,3$ practically remain unchanged regardless of the donor-surface separation (except for the bottom lobes for $z_{\mathrm{o}}-a=2 \mathrm{~nm}$ ). As mentioned, in the donor vicinity ( $\lesssim 3 \mathrm{~nm}$ separation), the field scattered by the sphere at the acceptor position is much weaker than the direct electric field generated by the donor. When the donor is placed at a distance 2 nm away from the sphere surface [Figs. 4.9(b) and (f)], in comparison with the bulk medium, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ are modified. The distortion of these contour curves is more notorious for the on-resonance case than for the off-resonance case. As seen in Sec. 4.4.1 this is due to the excitation of surface plasmons. Contrary to the $z$-oriented molecular dipoles [Figs. 4.6(b) and (f)], the area enclosed by the curves $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1$ is not enhanced, but reduced with respect to the bulk medium. Of course, this difference arises from the sphere electromagnetic response dependence on the exciting dipole (donor) orientation. This difference can be alternately seen by considering the image description in which the field created by the dipole in vicinity of the sphere can be represented as generated by the actual dipole, an image dipole, and an image line current that are embedded in the bulk medium (the $z$-oriented image dipole oscillate with $\pi$ phase shift with respect to the the $x$-oriented image dipole) [72]. Now by increasing 4 nm the donor-surface distance [Figs. 4.9(c) and (g)], the sphere influence on $\tilde{K}_{\mathrm{F}}$ is appreciably rather weak because the lobes for


Figure 4.9: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=2.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Onresonance: (e) without sphere, (f) $z_{0}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{0}-a=12 \mathrm{~nm}$. Here $z_{0}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
$\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1$ take already the shape for the bulk medium case (disregarding the small perturbation of the lobes that wrap the sphere). At a donor-surface distance $z_{0}-a=12 \mathrm{~nm}$ for the on resonance case, the lobed patterns above the sphere resemble the ones for the bulk medium [Figs. 4.9(c) and (g)] with the exception of the $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ bottom lobe which is elongated and envelops the sphere for off-resonance and the small $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ side lobes next to the sphere for on-resonance. In addition, the contour patterns for $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ are reduced even a bit more in comparison with the $z_{0}-a=6 \mathrm{~nm}$ donor-surface separation.

Now I deal with the case for which $a=7.5 \mathrm{~nm}$. The contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ are shown in Fig. 4.10. Again these contour plots consider donor-surface separations $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$ and 12 nm , the off- and on-resonace cases, and the situation without sphere. When the donor is separated 2 nm from the surface [Figs. 4.10(b) and (f)], the presence of the sphere influences strongly the lobes for $\log \left[\tilde{K}_{\mathrm{F}}\right]=$ $-3,-2,-1,0$ with respect to the bulk medium. This is due to the enhancement of the field as a result of the particle size increase. Also, as a consequence of the surface plasmon excitation, the lobe reshaping is more remarkable for the on-resonance case than its counterpart. Furthermore for the on-resonance case, the contour curves $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1,0$ envelope a larger area than for $a=$ 2.5 nm [see Fig. 4.10(f) and Fig. 4.9(f)]. The opposite effect happens for the off-resonance case [see Fig. 4.10(b) and Fig. 4.9(b)]. By placing the donor at distance of 6 nm from the surface [Figs. 4.10(c) and (g)], the lateral and top lobes recapture their corresponding bulk medium shapes and are almost identical to the case for which $a=2.5 \mathrm{~nm}$ [Figs. 4.9(c) and (g)]. Only the bottom lobes suffer distortion for the contour levels $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2$ which partially cover the sphere. At a donor-surface separation $z_{\mathrm{o}}-a=12 \mathrm{~nm}$, the contour curve patterns, with the exclusion of the contour line $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$, are practically equal as those for $a=2.5 \mathrm{~nm}$ [Figs. 4.10(d) and (h) and Figs. 4.9(d) and (h)]. In the off-resonance case, the bottom lobe contour line $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ is similar as for $a=2.5 \mathrm{~nm}$,


Figure 4.10: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=7.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Onresonance: (e) without sphere, (f) $z_{0}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{0}-a=12 \mathrm{~nm}$. Here $z_{0}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
but it embraces only the upper part of the sphere; whereas in the on resonance case, the appereance of lateral side lobes beside the sphere is also similar as for $a=2.5 \mathrm{~nm}$.

At last, the sphere radius is set to $a=12.5 \mathrm{~nm}$, the same donor-surface separations $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$, and 12 nm are considered as well as the the offand on-resonance cases. The $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ contour plots for these cases are shown in Fig. 4.11, including the bulk medium case. It is noted, as all previous cases, that, with respect to the bulk medium, the contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=1,2,3$ are virtually unperturbed by the presence of the sphere. By comparing Fig. 4.11 ( $a=12.5 \mathrm{~nm}$ ) with Fig. $4.10(a=7.5 \mathrm{~nm})$, there is only a modest difference of contour lines $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2,-1$, mainly in the region nearby the sphere. At a donor-surface separation $z_{0}-a=2 \mathrm{~nm}$ and on-resonance, the lateral lobes of the contour level $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3$ next to sphere are scarcely greater (height and width) for $a=12.5 \mathrm{~nm}$ than for $a=7.5 \mathrm{~nm}$ [see Figs. 4.11(f) and 4.10(f)]. At the same donor-surface separation, but off-resonance, the $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2$ lobes above the sphere are barely reduced for the larger sphere than the smaller one [see Figs. 4.11 (b) and 4.10 (b)], while the bottom lobes are adhere to the upper part of the sphere [see Fig. 4.11(b)]. The comparison of Figs. $4.11(\mathrm{c}, \mathrm{g})$ with Figs. $4.10(\mathrm{c}, \mathrm{g})$ [donor-surface distance 6 nm ] yields that the enlargement of the particle has no effect on the lobed patterns $\log \left[\tilde{K}_{\mathrm{F}}\right]=-3,-2$ above the sphere. This also happens as the donor-surface distance is further increase to $z_{\mathrm{o}}-a=12 \mathrm{~nm}$ [see Figs. 4.11(d,h) and 4.10(d,h)].

### 4.4.3 Additional remarks

I recall from Appendix $D$ that, to calculate the imaginary part of the polarizability $\operatorname{Im}[\alpha]$ (absorption), a typical value for the magnitude of the acceptor molecule dipole moment was assumed $\left(\left|\boldsymbol{\mu}_{\mathrm{A}}\right|=1.6 \times 10^{-29} \mathrm{Cm}\right)$. Since $\tilde{K}_{\mathrm{F}} \propto\left|\boldsymbol{\mu}_{\mathrm{A}}\right|^{2}$, if $\left|\boldsymbol{\mu}_{\mathrm{A}}\right|$ is increased one order of magnitude, then the value of the contour lines of all the $\log \tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ plots would be shifted 2 orders of magnitude, namely, $\log \tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)=$


Figure 4.11: Contour plots of $\log \left[\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)\right]$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=12.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Onresonance: (e) without sphere, (f) $z_{0}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{0}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
constant $\rightarrow$ constant +2 . This situation can happen if instead of molecules, quantum dots are considered. This artificial structure can be seen as a large atom ( $\sim 5 \mathrm{~nm}$ size), thus its dipole moment is a least one order of magnitude larger than that for a molecule.

### 4.5 Donor decay rate $K_{\mathrm{D}}$

Now the donor direct decay rate $K_{\mathrm{D}}$ (as if the acceptor was absent) modification is examined in the environment with nanosphere. I present how the direct decay rate changes as a function of the donor position. Of course, I consider particularly Cy5 (off-resonance) and Lysotracker ${ }^{\text {TM }}$ Blue (on-resonance) donors that are embedded in a liquid with $\epsilon_{\mathrm{m}}=1.77$. As in previous section, I normalize $K_{\mathrm{D}}$ with respect to the direct donor decay rate without nanoparticle $K_{\mathrm{D} 0}$ as

$$
\begin{equation*}
\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}\right) \equiv K_{\mathrm{D}}\left(\mathbf{r}_{\mathrm{D}}=z_{0} \mathbf{n}_{\mathrm{D}}\right) / K_{\mathrm{D} 0} . \tag{4.9}
\end{equation*}
$$

$K_{\mathrm{D}}$ is obtained from Eq. (3.24).

### 4.5.1 $z$-direction oriented donor dipole moment

First I analyze the normalized donor decay rate $\tilde{K}_{\mathrm{D}}$ when the donor dipole moment is oriented in the $z$-direction. Figure 4.12 displays $\tilde{K}_{\mathrm{D}}$ against $z_{\mathrm{o}}-a$ for $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$, and 12.5 nm , and on- and off-resonance cases. As seen in Fig. 4.12, when the donor is placed in the vicinity of the sphere, its decay rate is influenced strongly by the metallic nanosphere. A donor-surface separation of a few nanometers yields at least 3 orders of magnitude decay rate enhancement with respect to $K_{\mathrm{D} 0}$. I recall that the decay rate is proportional to the energy released by the dipole in which a part of the energy is converted into radiation and the other part is dissipated in the sphere (Joule losses) [Eq. (2.14)]. Since the donor dipole is located in the vicinity of the sphere, it can excite all multipoles whose



Figure 4.12: Normalized donor decay rate $\tilde{K}_{\mathrm{D}}$ against $z_{\mathrm{o}}-a$ for a $z$-direction oriented donor dipole moment and sphere radii $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm . (a) Off-resonance case. (b) On resonance.
strength is determined by the donor-surface separation and material dielectric properties of the sphere which depends on the driving frequency. As seen, the metallic particle can be simultaneously a good scatterer and good absorber, thus the enhancement of the decay rate is not surprising. Moreover, since the radiated energy arises from the lowest order multipole (dipole), the higher order multipoles contribute only to the dissipation [41, 73]. Also, it can be observed that, at a certain donor-surface distance, the decay rate enhancement is larger for the on-resonance case than for the off-resonance case. This is consequence of the surface plasmons excitation which enhances the internal field inside the sphere and scattered field by the sphere. In the off-resonance case, the $\tilde{K}_{\mathrm{D}}$ curves for $a=7.5 \mathrm{~nm}$ and 12.5 nm are almost identical [Fig. 4.12(a)]; in the opposite case [Fig. 4.12(b)], this sameness applies only if the donor-surface separation is less than 7 nm (when $z_{\mathrm{o}}-a>7 \mathrm{~nm}$, the $\tilde{K}_{\mathrm{D}}$ curve for $a=7.5 \mathrm{~nm}$ decreases a bit faster than for $a=12.5 \mathrm{~nm})$. The $\tilde{K}_{\mathrm{D}}$ curves intersect at $z_{\mathrm{o}}-a \approx 4 \mathrm{~nm}(\approx 2.5 \mathrm{~nm})$ for off(on)-resonance. For the smallest particle, $\tilde{K}_{\mathrm{D}}$ decreases more rapidly than the other particle sizes as the donor-surface separation is augmented from the aforementioned crossing distances [see Fig. 4.12]. As might be expected, as the donor distance from the sphere grows, $\tilde{K}_{\mathrm{D}} \rightarrow 1$. The on-resonance $\tilde{K}_{\mathrm{D}}$ curves take a longer donor-surface separation for reaching nearly the value of 1 . On the other hand, when the donor-surface separation is smaller than the intersecting points [ $z_{\mathrm{o}}-a \approx 4 \mathrm{~nm}(\approx 2.5 \mathrm{~nm})$ for off(on)-resonance], the $K_{\mathrm{D}}$ curves deviate slightly from each other regardless of the different particle sizes. Even, in the off-resonance case, the magnitude of $\tilde{K}_{\mathrm{D}}$ is greater for $a=2.5 \mathrm{~nm}$ than for the other particle radii.

### 4.5.2 $x$-direction oriented donor dipole moment

Now the donor dipole moment is oriented in the $x$-direction. In Fig. 4.13, the normalized decay rate $\tilde{K}_{\mathrm{D}}$ as a function of the donor-surface separation $z_{\mathrm{o}}$ -
$a$ is shown for sphere radii $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm , and off- and onresonance cases. Again for this dipole orientation, the decay rate $\tilde{K}_{\mathrm{D}}$ of the donor is greatly influenced when it is placed in the vicinity of a metal particle. Also the enhancement of the decay rate $\tilde{K}_{\mathrm{D}}$ is larger for the on-resonance case that for the off-resonance case, although $\tilde{K}_{\mathrm{D}}$ is weaker in comparison with the $z$-direction oriented dipole moment. Furthermore by comparing the $\tilde{K}_{\mathrm{D}}$ curves of Fig. 4.13(a) [Fig. 4.13(b)] with Fig. 4.12(a) [Fig. 4.12(b)], it is noticed that the behavior of these curves for the $x$ - and $z$-oriented dipoles are similar. In the offresonance case, $\tilde{K}_{\mathrm{D}}$ curves are nearly independent of the the particle radius $a$ when $z_{\mathrm{o}}-a \lesssim 4 \mathrm{~nm}$, whereas $\tilde{K}_{\mathrm{D}}$ for $a=2.5 \mathrm{~nm}$ deviates downwards from the $\tilde{K}_{\mathrm{D}}$ curves for $a=7.5 \mathrm{~nm}$ and 12 nm in the range $z_{o}-a \gtrsim 4 \mathrm{~nm}$. On the other hand, in the on-resonance case, the shown $\tilde{K}_{\mathrm{D}}$ curves are almost equal close to the sphere until $z_{\mathrm{o}}-a$ reaches about 3 nm and therefrom $\tilde{K}_{\mathrm{D}}$ for $a=7.5 \mathrm{~nm}$ and 12.5 nm separate upwardly from the curve for $a=2.5 \mathrm{~nm}$ and then the $\tilde{K}_{\mathrm{D}}$ curves for $a=7.5 \mathrm{~nm}$ and 12.5 nm bifurcate at $z_{\mathrm{o}}-a \sim 6 \mathrm{~nm}$ ( $\tilde{K}_{\mathrm{D}}$ being greater for $a=12.5 \mathrm{~nm}$ than for $a=7.5 \mathrm{~nm}$ ). In relation to the $z$-direction oriented donor dipole case, $\tilde{K}_{\mathrm{D}}$ decreases faster to the level $\tilde{K}_{\mathrm{D}}=1$ as $z_{\mathrm{o}}-a$ increases.

### 4.6 Förster energy transfer efficiency $\eta$

As mentioned, the donor can be de-excited via two pathways: the Förster energy transfer and the direct donor decay. In Secs. 4.4 and 4.5, I analyzed separately the Förster energy transfer rate $K_{\mathrm{F}}$ and the direct donor decay rate $K_{\mathrm{D}}$, respectively. The relative difference between these rates defines which de-excitation mechanism is more probable for happening. This section is devoted to the analysis of the likelihood of the Förster process when the molecules are nearby the spherical nanoparticle. I recall from Sec. 2.3 that this likelihood can be quantified by the efficiency $\eta$ defined in Eq. (2.18). I rewrite Eq. (2.18) in terms of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$



Figure 4.13: Normalized donor decay rate $\tilde{K}_{\mathrm{D}}$ against $z_{\mathrm{o}}-a$ for a $x$-direction oriented donor dipole moment and sphere radii $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm . (a) Off-resonance case. (b) On resonance.
and $\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}\right)$ as

$$
\begin{equation*}
\eta\left(\mathbf{r}_{\mathrm{A}}\right) \equiv \frac{\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)}{\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)+\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}\right)}=\frac{1}{1+\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}\right) / \tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)} . \tag{4.10}
\end{equation*}
$$

I consider the particular analyzed cases in Secs. 4.4 and 4.5, thus the calculations of $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right)$ and $\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}\right)$ in these sections are directly substituted into Eq. (4.10) for obtaining the efficiency $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$.

### 4.6.1 $z$-direction oriented donor and acceptor dipole moments

In this section I assume that donor and acceptor dipole moments are oriented in the $z$-direction. The contour plots of the Förster energy transfer efficiency $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathrm{r}_{\mathrm{A}} \in x z$-plane) for $a=2.5 \mathrm{~nm}$ are shown in Fig. 4.14. Figure 4.14 also includes contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for the bulk medium (on top). When the donor-surface distance is $z_{0}-a=2 \mathrm{~nm}$ [Figs. 4.14(b) and (f)], the contour line patterns are reduced (about a factor of 3 ) in comparison with the free-sphere case. Also the shape of lobes is practically unchanged with the presence of the sphere, excepting a small perturbation of the bottom lobes for $\eta \leq 0.4$ nearby the sphere surface. An additional parameter, commonly used for measuring the limiting extension of the high efficiency Förster region, is the Förster radius $R_{\mathrm{o}}$. The Förster radius $R_{\mathrm{o}}$ is the intermolecular distance for which $\tilde{K}_{\mathrm{F}}=\tilde{K}_{\mathrm{D}}$. Then from Eq. (4.10), the Förster radius $R_{\mathrm{o}}$ corresponds to $\eta=0.5$ (this efficiency level is indicated with a black solid contour line in all efficiency contour plots). According to Fig. 4.12, $\log \tilde{K}_{\mathrm{D}} \approx 3.2$ (3.6) at a 2 nm donor-surface separation for off-resonance (on-resonance), thus region of high Förster efficiency happens for $\log \tilde{K}_{\mathrm{F}}>3.2$ (3.6), namely, the region [ $\Sigma 2 \mathrm{~nm}$ around the donor] that is dominated by the direct donor-acceptor interaction [see Sec. 4.4]. Therefore, this is the reason why the lobed contour lines are simply reduced bulk patterns (this reduction being smaller for on-resonance case than for off-resonance case). When the donor is moved further from the sphere at a donor-surface separation $z_{0}-a=6 \mathrm{~nm}$ [Figs. 4.14(c) and (g)], the same

$\mathrm{z}_{0}-\mathrm{a}=12 \mathrm{~nm}$


Figure 4.14: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)\left(\mathrm{r}_{\mathrm{A}} \in x z\right.$-plane) for $a=2.5 \mathrm{~nm}$, and donor and acceptor dipole moments oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{0}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm},(\mathrm{~g}) z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
behavior of scale reduction and unaltered shape of the efficiency contour lines is observed, but the efficiency patterns are larger than for $z_{\mathrm{o}}-a=2 \mathrm{~nm}$. This is explained by the fact that the normalized direct decay $\log \tilde{K}_{\mathrm{D}}$ has decreased to 1.2 (2) for off-resonance (on-resonance) and the area for which $\log \tilde{K}_{\mathrm{F}}>1.2$ (2) is still dominated by the direct donor-acceptor interaction. At a donor-surface separation $z_{0}-a=12 \mathrm{~nm}$ [Figs. 4.14(c) and (g)] the efficiency contour lines of the bulk medium are almost recovered (these contour lines are slightly reduced) with the exception of bottom lobe for off-resonance $\eta=0.05$. At this donor-surface distance, $K_{\mathrm{F}}$ is weakly influenced by the sphere [Figs. 4.6 (d)] and $\tilde{K}_{\mathrm{D}}$ nearly reaches 1, the bulk medium limit (Fig. 4.12).

Figure 4.15 displays the contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for a silver sphere with radius $a=7.5 \mathrm{~nm}$. At a donor-surface distance separation $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, by comparing Figs. 4.15(b) and (f) with Figs. $4.14(\mathrm{~b})$ and (f), respectively, there is not any appreciable difference between the corresponding efficiency contour lines, even though the particle radius has increased $200 \%$. Also this occurs when Figs. 4.15(c) and (g) are compared with Figs. 4.14(c) and (g) [ $\left.z_{\mathrm{o}}-a=6 \mathrm{~nm}\right]$. The reason is that the normalized direct decay rate $\tilde{K}_{\mathrm{D}}$ at these donor positions is nearly equal for both particle sizes $a=7.5 \mathrm{~nm}$ and 2.5 nm (see Fig. 4.12), thus the high efficiency Förster region $\left[\eta\left(\mathbf{r}_{\mathrm{A}}\right)>0.5\right]$ is dominated by the direct donoracceptor interaction. When donor is placed 12 nm away from the sphere, in the on-resonance case, direct decay rate $\tilde{K}_{\mathrm{D}}$ is substantially greater for $a=7.5 \mathrm{~nm}$ than for $a=2.5 \mathrm{~nm}$ (Fig. 4.12). By taking into account this and the fact that at this donor position the sphere influence on the Förster energy transfer rate is weak, the efficiency contour line lobes are a bit smaller for $a=7.5 \mathrm{~nm}$ than for $a=2.5 \mathrm{~nm}$ [Figs. 4.15(h) and 4.14(h)]. Conversely, in the off-resonance case, the $\tilde{K}_{\mathrm{D}}$ difference for $a=7.5 \mathrm{~nm}$ and 2.5 nm is not significant and therefore the efficiency contour lines of $\eta$ of Figs. 4.15(d) and 4.14(d) are similar.

Now I consider the sphere with radius $a=12.5 \mathrm{~nm}$. The contour plots of Förster efficiency $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for this size are depicted in Fig. 4.16. It can be noticed
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Figure 4.15: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=7.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
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Figure 4.16: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)\left(\mathbf{r}_{\mathrm{A}}\right.$ belongs to the $x z$-plane) for $a=12.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $z$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
that efficiency contour plots of Fig. 4.16 have not suffered almost no change with respect to the corresponding efficiency contour plots of Fig. 4.15 ( $a=7.5 \mathrm{~nm}$ ). The strength of $\tilde{K}_{\mathrm{D}}$, at donor positions $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$, and 12 nm , is almost the same for $a=12.5 \mathrm{~nm}$ and $a=7.5 \mathrm{~nm}$, and for both off- and on-resonance cases. Then it follows that the direct donor-acceptor interaction is the strongest contribution in the high Förster efficiency region ( $\eta>0.5$ ).

### 4.6.2 $x$-direction oriented donor and acceptor dipole moments

Now I discuss the case in which the donor and acceptor dipole moments are oriented in the $x$-direction. In Fig. 4.17, the contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for $a=2.5 \mathrm{~nm}$ are illustrated as well as for the bulk medium (without sphere). When the donor is placed a 2 nm distance from the sphere [Figs. 4.17(b) and (f)], the efficiency contour line patterns, analogously as for previous case [Figs. 4.14(b) and (f)], are the shrunk bulk medium efficiency patterns (about a reduction factor of 3 ), excepting the small lobes of the low efficiency contour lines $\eta=0.05$ and 0.1 appearing above the sphere for the off-resonance case. For these donor dipole orientation and position, the normalized decay rate $\log \tilde{K}_{\mathrm{D}}$ is approximately 2.6 (3.2) for off(on)-resonance [Fig. 4.13]. Although these $\tilde{K}_{\mathrm{D}}$-values are smaller than for the $z$-oriented donor dipole, they are not small enough and hence the reduction of the high Förster efficiency region ( $\eta>0.5$ ), in which again the direct donoracceptor interaction dominates. The Förster efficiency lobes $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$, at a donor position 6 nm away from the sphere [Figs. 4.17(c) and (g)], look in shape like for $z_{\mathrm{o}}-a=2.5 \mathrm{~nm}$, but they are larger [Figs. 4.14(b) and (f)]. Although the Förster radius $R_{\mathrm{o}}$ is still smaller than for the bulk. In consideration of Sec. 4.6.1, this effect could have been anticipated since, at this donor position, the normalized direct decay $\log \tilde{K}_{\mathrm{D}}$ is approximately 0.8 (1.4) for off-resonance (on-resonance) and consequently the largest field contribution comes from the direct interaction in the high Förster efficiency region [ $\eta>0.5$ or equivalently $\log \tilde{K}_{\mathrm{D}}>0.8$ (1.4)]. When the donor-surface separation is $z_{\mathrm{o}}-a=12 \mathrm{~nm}$, the normalized direct donor
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Figure 4.17: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=2.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
decay rate $\tilde{K}_{\mathrm{D}}$ is close to 1 , but the field scattered by the sphere is very weak so the efficiency contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ almost recapture the shape and dimension of the corresponding bulk plots.

Figure 4.18 shows the contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for a sphere with radius $a=$ 7.5 nm . Again the contour plots for the bulk medium are depicted at top. At the donor-surface separation $z_{\mathrm{o}}-a=2 \mathrm{~nm}$ [Figs. 4.18(b) and (f)], the contour plots of $\eta$ look nearly equal as those for $a=2.5 \mathrm{~nm}$ [Figs. 4.17(b) and (f)]. The only difference is that lobes of $\eta=0.05,0.1$ appearing nearby the sphere in Fig. 4.17(b) are absent for $a=7.5 \mathrm{~nm}$. This is explained by the fact that, in this region, $K_{\mathrm{F}}$ is larger for a sphere with radius $a=2.5 \mathrm{~nm}$ than for a sphere with $a=7.5 \mathrm{~nm}$ [see Fig. 4.9(b) and Fig. 4.10(b)]. This is attributed to $\tilde{K}_{\mathrm{D}}$, at this donor-surface separation, is the same for $a=2.5 \mathrm{~nm}$ as for $a=7.5 \mathrm{~nm}$. As the donor is moved to a 6 nm distance away from the sphere, in the off-resonance case, $\tilde{K}_{\mathrm{D}}$ is still the same for $a=2.5 \mathrm{~nm}$ as for $a=7.5 \mathrm{~nm}$, whereas, in the on-resonance case, $\tilde{K}_{\mathrm{D}}$ is larger for $a=7.5 \mathrm{~nm}$ than for $a=2.5 \mathrm{~nm}$. As a consequence, the off-resonance contour plot of Fig. 4.18(c) is alike to Fig. 4.17(c) [excluding the low efficiency lobes $\eta=0.05,0.1$ beside the smaller sphere], while the on-resonance efficiency patterns of Fig. 4.18(g) are smaller than those of Fig. 4.17(g). In Fig. 4.18(d) [off-resonance and donor-surface distance $z_{\mathrm{o}}-a=12 \mathrm{~nm}$ ], the efficiency contour lobes retake already the bulk medium limit. However, on-resonance and at this donor position, these efficiency contour lobes are still smaller than the bulk medium [Fig. 4.18(h)], due to $\log \tilde{K}_{\mathrm{D}} \approx 1$.

The contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ for a sphere with radius $a=12.5 \mathrm{~nm}$ are displayed in Fig. 4.19. In this case, there is no difference between the efficiency contour plots of this figure and their corresponding plots of Fig. 4.18 [ $a=7.5 \mathrm{~nm}]$. This is due to the curves of $\tilde{K}_{\mathrm{D}}\left(z_{\mathrm{o}}-a\right)$ for $a=12.5 \mathrm{~nm}$ and 7.5 nm are almost equal (see Fig. 4.13). Again the direct donor-acceptor interaction is responsible in the high Förster efficiency region ( $\eta>0.5$ ).


Figure 4.18: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=7.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).


Figure 4.19: Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)\left(\mathbf{r}_{\mathrm{A}}\right.$ belongs to the $x z$-plane) for $a=12.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Off-resonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).

### 4.6.3 Additional remarks

As mentioned, the experimental works [26,27] report efficiency enhancement of Förster energy transfer (obtained from acceptor fluorescence measurements) due to the presence of the nanosphere and this efficiency increases as the particle size increases. These results are not in accordance with the results obtained herein. In these experiments, the Cy5-Cy5.5 pair is used (the same chosen donor-acceptor pair in my thesis) and the donor is excited with a wavelength $\lambda_{o}=635 \mathrm{~nm}$ light. As seen in Fig. 4.1, the external beam not only excites the donor but also the acceptor. Hence, this establishes an additional channel for acceptor excitation. The excitation rate $\gamma_{\mathrm{ex}}$ through this channel is proportional to the external excitation field intensity at the acceptor position. This excitation rate $\gamma_{\mathrm{ex}}$ is even larger in presence of the sphere than without the sphere because of the field enhancement due to the nanoparticle. As a consequence of the added acceptor excitation channel, the fluorescence rate of the light coming out from the acceptor cannot be solely attributed to the energy Förster transfer. This might explain why these experimental results differ with the theoretical outcomes of my thesis. Alike as Refs. [26,27], efficiency enhancement of Förster energy transfer nearby a metallic particle were reported in Refs. [29,30] (measurements were performed with an ensemble of donor and acceptor molecules). With the information contain therein, I was not able to extract a plausible cause why these experimental results are not in agreement with my numerical simulations.

On the contrary, the experimental article [28], obtaining a reduction of the Förster process occurrence likelihood nearby nanodisks, assures that the exciting donor light beam does not interact with the acceptor. In this case, the experimental outcomes of this article coincide qualitatively with my numerical results described in this Section. In the experimental study [31], the acceptor was only excited via Förster energy transfer and likewise as in Ref. [28], the observed effects of this study (Förster energy transfer rate enhancement and efficiency reduction for a donor-acceptor pair with a $\sim 3.8 \mathrm{~nm}$ intermolecular separation) are
consistent with my results.
In the experimental paper [32], the Förster energy transfer rate between quantum dots [donor (acceptor) diameter $\sim 2.5 \mathrm{~nm}(\sim 3.3 \mathrm{~nm}$ )] placed on the opposite sides $\left(\left|r_{\mathrm{D}}-\mathbf{r}_{\mathrm{A}}\right|=23.4 \mathrm{~nm}\right)$ of a gold sphere ( $a=2.75 \mathrm{~nm}$ ) is enhanced by a factor $\sim 80$ and the Förster efficiency increases from $\sim 0.12 \%$ (without sphere) to $\sim 8 \%$ (with sphere). As discussed in Sec. 4.4, the dipole moments for quantum dots are about one order of magnitude larger than for molecules (even higher order multipole transitions in quantum dots might be needed [74]). Since $\tilde{K}_{\mathrm{F}}\left(\mathbf{r}_{\mathrm{A}}\right) \propto\left|\boldsymbol{\mu}_{\mathrm{A}}\right|^{2}$, it might be expected that, at a certain acceptor position, $\tilde{K}_{\mathrm{F}}$ for quantum dots becomes much larger than for molecules. Hence, according to Eq. (4.10), the efficiency could be improved. Although, a more detailed theoretical analysis is required to determine whether this efficiency enhancement can be attained with quantum dots nearby metallic nanoparticles.

## Chapter 5

## Conclusions

I explored extensively the Förster energy transfer rate $K_{\mathrm{F}}$ as a function of the acceptor position in the vicinity of a silver nano-sphere for several: donor positions, particle radii, and orientations of the acceptor and donor dipole moments. In addition, I studied the influence of the excitation of surface plasmons on the Förster energy transfer rate $K_{\mathrm{F}}$. Hence, I considered two particular donor-acceptor pairs of fluorophores: Cy5-Cy5.5 (Lysotracker ${ }^{\text {TM }}$ Blue-F2N12S) whose emission-absorption spectral overlap lies outside (inside) of the spectral range of the plasmonic resonant frequencies. I also investigated the Förster efficiency $\eta$ as a function of the acceptor position in the vicinity of a silver nano-sphere with the same degree of depth as the Förster energy transfer rate $K_{\mathrm{F}}$. I recall that since the donor can be de-excited through two pathways: (1) Förster energy transfer and (2) donor direct decay, there is a competition between these de-excitation processes; the likelihood of occurrence of the Förster energy transfer process can be quantified by the efficiency $\eta \equiv K_{\mathrm{F}} /\left(K_{\mathrm{F}}+K_{\mathrm{D}}\right)$ [ $K_{\mathrm{D}}$ direct donor decay rate]. As a consequence $K_{\mathrm{D}}$ is necessary for obtaining $\eta$, thus I calculated $K_{\mathrm{D}}$ against the donor position for several: particle radii and orientations of the donor dipole. I assumed that the dielectric response of the sphere is modified due to the nanoscale confinement of the free-electrons of the metal and the interaction of these electrons with the surface atoms of the background medium. As a result of these effects, the dielectric
response is described by the Drude model with a size dependent collision rate parameter. The electric field arising from a dipole (donor) and interacting with the acceptor was obtained from the quasi-static approach. This approach was justified from the fact that the donor-acceptor interaction nearby the nanoparticle occur within a volume much less than $\lambda^{3}$ (optical wavelength).

Particularly, I considered spherical particles with radii $a=2.5 \mathrm{~nm}, 7.5 \mathrm{~nm}$ and 12.5 nm and donor-surface distances $z_{\mathrm{o}}-a=2 \mathrm{~nm}, 6 \mathrm{~nm}$ and 12 nm . The high-value contour lines of $\log \tilde{K}_{\mathrm{F}}\left(\mathrm{r}_{\mathrm{A}}\right)=1,2,3$ (reminding that $\tilde{K}_{\mathrm{F}}$ is the normalized Förster energy transfer rate $K_{\mathrm{F}}$ with respect to the direct donor decay without sphere $K_{\mathrm{D} 0}$ ) turned out to be practically unperturbed by the presence of the sphere. This follows from the fact that, in the region (nearby the donor, $\lesssim 3 \mathrm{~nm}$ ) enclosed by these contour lines, the electric field originating from the direct donor-acceptor interaction pathway is stronger than the field by scattered the sphere. On the contrary, in comparison with the background medium, the low-value contour curves $\log \tilde{K}_{\mathrm{F}}\left(\mathrm{r}_{\mathrm{A}}\right)=-3,-2,-1,0$ are strongly distorted and resized with the presence of the sphere. This is consequence of the interference between the direct and scattering electric fields. When the donor is 2 nm separated from the sphere surface, these contour lines become more distorted and this distortion is more notorious for on-resonance case (excitation of surface plasmons that leads to enhancement of the scattering field) than for off-resonance case and for larger particle sizes (particle radii $a=7.5 \mathrm{~nm}$ and 12.5 nm ). Also, the shape of the contour lines $\log \tilde{K}_{\mathrm{F}}=-3,-2,-1,0$ depends on the orientations of both donor and acceptor dipole moments. For donor and acceptor dipoles oriented in the $z$-direction and donor-surface distance equal to 2 nm , the contour lines $\log \tilde{K}_{\mathrm{F}}=-3,-2,-1,0$ are enlarged with respect to the background medium; in the case of $x$-oriented donor and acceptor dipoles and the same donor separation, this enlargement effect is observed only for the on-resonance case and larger sphere sizes (particle radii $a=7.5 \mathrm{~nm}$ and 12.5 nm ). As the donor-surface distance increases to $z_{\mathrm{o}}-a=7.5 \mathrm{~nm}$ and 12 nm , the lobes of
$\log \tilde{K}_{\mathrm{F}}=-3,-2,-1,0$ above the donor shrink, and the lobes of $\log \tilde{K}_{\mathrm{F}}=-3,-2$ below the donor become perturbed around the sphere by the scattering field. These lobes perturbations are more remarkable for the $z$-oriented donor and acceptor dipoles than for the $x$-oriented molecular dipoles. When the donor is placed at a distance 12 nm away from the sphere surface, the contour plots of $\log \tilde{K}_{\mathrm{F}}\left(\mathrm{r}_{\mathrm{A}}\right)$ almost retake those for the background medium with the exception of the bottom lobes beside the sphere for the contour line $\log \tilde{K}=-3,-2$. In summary, high-value contour lines $\log \tilde{K}_{\mathrm{F}} \geq 1$ are practically unchanged with the particle presence, whereas the low-value contour lines $\log \tilde{K}_{\mathrm{F}}=-3,-2,-1,0$ are perturbed by the presence of the sphere and they depend on the donor position, orientations of the donor and acceptor dipoles, and whether surface plasmons are excited.

I calculated the enhancement factor of the Förster energy rate with sphere with respect to the background medium, namely, $K_{\mathrm{F}}\left(\mathrm{r}_{\mathrm{A}}\right) / K_{\mathrm{F} 0}\left(\mathrm{r}_{\mathrm{A}}\right)$ at a few particular acceptor positions for a particle with radius $a=2.5 \mathrm{~nm}$, donor-surface distance $z_{\mathrm{o}}-a=2 \mathrm{~nm}$ and $z$-oriented molecular dipoles. In agreement with Refs. [20,21], the largest enhancement factors of $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ occurred when donor and acceptor are placed on opposite sides of the sphere. At these donor-acceptor locations, $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ is greater for on-resonance than for off-resonance. From the contour plots of $\tilde{K}_{\mathrm{F}}\left(\mathrm{r}_{\mathrm{A}}\right)$, it can be inferred that a larger particle size can yield an even larger $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ enhancement. I emphasize that an enhancement of $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ does not necessarily mean an increase of occurrence probability of the Förster process. The results of Secs. 4.4, 4.5 and 4.6 show that the donor direct decay is more probable than the Förster energy transfer (low Förster efficiency $\eta, K_{\mathrm{D}}>K_{\mathrm{F}}$ ) when a large $K_{\mathrm{F}} / K_{\mathrm{F} 0}$ enhancement factor occur.

In presence of the sphere, the high Förster efficiency region contour lines ( $\eta>0.5$ ) have the same shape as the bulk, but their lengths are reduced. This translates into a reduction of the Förster radius $R_{\mathrm{o}}$ that depends strongly on the donor location as a consequence of the large enhancement of the donor decay
(in comparison with the case without sphere) as the donor approaches to the sphere. Moreover, in the Förster high efficiency region ( $\eta>0.5$ ), the direct donoracceptor electromagnetic interaction pathway dominates, and the particle size and the plasmonic excitation do not have a significant impact.

I discussed how my theoretical outcomes compare with the results of several experiments of Förster energy transfer in the vicinity of metallic nanoparticles. In fact, in presence of the nanoparticle, some of these experiments found improvement of Förster efficiency and others efficiency reduction. The experiments that report Förster efficiency enhancement are not in accordance with my numerical outcomes. In some of these experiments, I addressed that a possible reason explaining the Förster enhancement efficiency is the unwanted excitation of the acceptor by the external donor pump light which might perturb the acceptor fluorescent measurements. Also in another experiment with quantum dots, the Förster efficiency was enhanced with the presence of the sphere. Presumably this effect can be attributed to the fact that the Förster energy transfer rate between a quantum dot pair could be larger than between a molecular pair and therefore an improvement of the Förster efficiency could be attained. The increase of Förster energy transfer rate is because the dipole moment strength for quantum dots is larger than for molecules. On the other hand, experiments that ensure only acceptor excitation via Förster transfer energy mechanism rendered a reduction of the Förster efficiency. The results of these experiments are in qualitative accordance with my theoretical outcomes.

As mentioned the Förster transfer energy process is implemented for detecting real-time nanometric displacements of proteins. The size of the largest spatial step that can be resolved with this technique is about the Förster radius $R_{0}$. As seen the presence of the metallic sphere reduces the Förster radius $R_{0}$. Therefore, the inclusion of a metallic sphere can be used as a controlling device for reducing the Förster radius $R_{\mathrm{o}}$, thus decrease of the size of largest resolvable spatial step. Therefore, the influence of the nanoparticle on the Förster energy
transfer can be exploited for extending the current capabilities of this technique.

## Appendix A

## Green tensor and power released (absorbed) by a dipole (polarizable particle)

## A. 1 Green tensor

The frequency domain Maxwell equations in a linear, isotropic, inhomogeneous [ $\epsilon(\mathbf{r}, \omega)$ ], and nonmagnetic medium ( $\mu=1$ ) are

$$
\begin{align*}
\nabla \times \mathbf{E}(\mathbf{r}, \omega) & =i \omega \mu_{\mathrm{o}} \mathbf{H}(\mathbf{r}, \omega)  \tag{A.1}\\
\nabla \times \mathbf{H}(\mathbf{r}, \omega) & =-i \omega \epsilon_{\mathrm{o}} \epsilon(\mathbf{r}, \omega) \mathbf{E}(\mathbf{r}, \omega)+\mathbf{j}(\mathbf{r}, \omega)  \tag{A.2}\\
\nabla \cdot \mathbf{D}(\mathbf{r}, \omega) & =\rho(\mathbf{r}, \omega)  \tag{A.3}\\
\nabla \cdot \mathbf{B}(\mathbf{r}, \omega) & =0 \tag{A.4}
\end{align*}
$$

Here, $\mathbf{E}(\mathbf{r}, \omega)$ is the electric field, $\mathbf{D}(\mathbf{r}, \omega)=\epsilon_{\mathrm{o}} \epsilon(\mathbf{r}, \omega) \mathbf{E}(\mathbf{r}, \omega)$ is the electric displacement, $\mathbf{H}(\mathbf{r}, \omega)$ is the magnetic field, $\mathbf{B}(\mathbf{r}, \omega)$ is the magnetic induction, $\mathbf{j}(\mathbf{r}, \omega)$ is the external current density, and $\rho(\mathbf{r}, \omega)$ is the external charge density. From these
equations, the electric field $\mathbf{E}(\mathbf{r}, \omega)$ fulfills the wave equation with sources

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{E}(\mathbf{r}, \omega)-k_{\mathrm{o}}^{2} \epsilon(\mathbf{r}, \omega) \mathbf{E}(\mathbf{r}, \omega)=i \omega \mu_{\mathrm{o}} \mathbf{j}(\mathbf{r}, \omega) \tag{A.5}
\end{equation*}
$$

where $k_{\mathrm{o}}^{2}=\omega^{2} / c^{2}$. The solution of Eq. (A.5) can be obtained from the Green tensor as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, \omega)=i \omega \mu_{\mathrm{o}} \int_{V} \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \cdot \mathbf{j}\left(\mathbf{r}^{\prime}, \omega\right) \mathrm{d}^{3} \mathbf{r}^{\prime} \tag{A.6}
\end{equation*}
$$

where the Green tensor satisfies

$$
\begin{equation*}
\nabla \times \nabla \times \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)-k_{\mathrm{o}}^{2} \epsilon(\mathbf{r}, \omega) \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\overleftrightarrow{\mathbf{I}} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{A.7}
\end{equation*}
$$

Here, $\overleftrightarrow{\mathbf{I}}$ is the unit dyad. Notice that $\overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ depends on the environment in which the sources are embedded.

For the case of a point dipole $\mu$ located at $\mathbf{r}_{o}$, the density current is

$$
\begin{equation*}
\mathbf{j}(\mathbf{r}, \omega)=-i \omega \boldsymbol{\mu} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{o}}\right) . \tag{A.8}
\end{equation*}
$$

It follows straightforwardly from Eq.(A.6) that the electric field generated by this dipole current is

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, \omega)=\frac{k_{\mathrm{o}}^{2}}{\epsilon_{\mathrm{o}}} \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}_{\mathrm{o}}, \omega\right) \cdot \boldsymbol{\mu} \tag{A.9}
\end{equation*}
$$

where I used the fact that $\mu_{\mathrm{o}}=1 /\left(c^{2} \epsilon_{\mathrm{o}}\right)$. According to Eq. (A.9), physically, the Green tensor is the electromagnetic response of the environment to a point dipole $\mu$.

## A.1.1 Green tensor in an unbounded medium

In an unbounded medium with dielectric constant $\epsilon_{\mathrm{m}}$, the Green tensor in Cartesian coordinates can be written as [56]

$$
\begin{equation*}
\overleftrightarrow{\mathbf{G}}_{0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\frac{\exp (i k R)}{4 \pi R}\left[\left(1+\frac{i k R-1}{k^{2} R^{2}}\right) \overleftrightarrow{\mathbf{I}}+\frac{3-3 i k R-k^{2} R^{2}}{k^{2} R^{2}} \frac{\mathbf{R R}}{R^{2}}\right] \tag{A.10}
\end{equation*}
$$

where $k=(\omega / c) \sqrt{\epsilon_{\mathrm{m}}}, \mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}$ and $R=|\mathbf{R}|$.

## A. 2 Power released (absorbed) by a dipole (polarizable particle)

## A.2.1 Power released by a point dipole

The average power released by a harmonically oscillating dipole (angular frequency $\omega$ ) is obtained from [56]

$$
\begin{equation*}
P=-\frac{1}{2} \int_{V} \operatorname{Re}\left[\mathbf{j}^{*}(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r})\right] \mathrm{d}^{3} \mathbf{r} \tag{A.11}
\end{equation*}
$$

Equivalently, $P$ is the average work per unit of time done by the current density $\mathbf{j}$ on the electric field. The current density $\mathbf{j}$ for a point dipole, located at $\mathbf{r}_{\mathrm{o}}$, is given by Eq. (A.8) and the electric field $\mathbf{E}$ generated by this current is calculated from Eq. (A.9). By substituting Eq. (A.8) into Eq. (A.11), the average power released by the point dipole becomes

$$
\begin{equation*}
P=-\frac{\omega}{2} \int_{V} \operatorname{Re}\left[i \boldsymbol{\mu}^{*} \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{o}}\right) \cdot \mathbf{E}(\mathbf{r})\right] \mathrm{d}^{3} \mathbf{r}=\frac{\omega}{2} \operatorname{Im}\left[\boldsymbol{\mu}^{*} \cdot \mathbf{E}\left(\mathbf{r}_{\mathrm{o}}\right)\right] . \tag{A.12}
\end{equation*}
$$

Notice that $\mathbf{E}\left(\mathbf{r}_{o}\right)$ is the field created by the dipole at its own position. Finally, the substitution of Eq. (A.9) into Eq. (A.12) renders

$$
\begin{equation*}
P=\frac{\omega^{3}|\boldsymbol{\mu}|^{2}}{2 c^{2} \varepsilon_{\mathrm{o}}} \operatorname{Im}\left[\mathbf{n}_{\mu} \cdot \overleftrightarrow{\mathbf{G}}\left(\mathbf{r}_{\mathrm{o}}, \mathbf{r}_{\mathrm{o}}, \omega\right) \cdot \mathbf{n}_{\mu}\right] \tag{A.13}
\end{equation*}
$$

where $\mathbf{n}_{\mu}$ is a unit vector in the direction of the dipole moment $\boldsymbol{\mu}$.

## A.2.2 Power absorbed by a polarizable particle

Let us consider an external harmonically oscillating electric field $\mathbf{E}(\mathbf{r})$ interacting with a polarizable particle (located at $\mathbf{r}_{\mathrm{o}}$ ). As a result of this interaction, the electric field $\mathbf{E}(\mathbf{r})$ induces a dipole (if the wavelength is larger than the particle size). The strength of this induced dipole is

$$
\begin{equation*}
\boldsymbol{\mu}=\overleftrightarrow{\boldsymbol{\alpha}}(\omega) \cdot \mathbf{E}\left(\mathbf{r}_{\mathrm{o}}\right)=\left[\alpha(\omega) \mathbf{n}_{\mu} \mathbf{n}_{\mu}\right] \cdot \mathbf{E}\left(\mathbf{r}_{\mathrm{o}}\right) \tag{A.14}
\end{equation*}
$$

where $\overleftrightarrow{\alpha}$ is the polarizability tensor. Equation (A.14) assumes particularly that the electric field can only induce a dipole moment along the unit vector $\mathbf{n}_{\mu}$. Then, the average power absorbed by the polarizable particle is obtained from

$$
\begin{equation*}
P_{\mathrm{a}}=\frac{1}{2} \int_{V} \operatorname{Re}\left[\mathbf{j}^{*}(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r})\right] \mathrm{d}^{3} \mathbf{r} \tag{A.15}
\end{equation*}
$$

Although, at first instance, Eq. (A.15) looks similar to Eq. (A.11), there are differences. In this case, $\mathbf{j}$ is an induced current, $\mathbf{E}$ is an external field. Now $P_{\mathrm{a}}$ can be seen as the average work per unit of time done by the electric field $\mathbf{E}$ on the polarizable particle, thus there is a negative sign difference between Eqs. (A.15) and (A.11). By subtituting Eq. (A.8) into Eq. (A.15), it follows straightforwadly that

$$
\begin{equation*}
P_{\mathrm{a}}=-\frac{\omega}{2} \operatorname{Im}\left[\boldsymbol{\mu}^{*} \cdot \mathbf{E}\left(\mathbf{r}_{\mathrm{o}}\right)\right] . \tag{A.16}
\end{equation*}
$$

At last by placing Eq. (A.14) into Eq. (A.16), the average power absorbed turns out to be

$$
\begin{equation*}
P_{\mathrm{a}}=\frac{\omega}{2} \operatorname{Im}[\alpha(\omega)]\left|\mathbf{n}_{\mu} \cdot \mathbf{E}\left(\mathbf{r}_{\mathrm{o}}\right)\right|^{2} . \tag{A.17}
\end{equation*}
$$

## Appendix B

## Potential created by a dipole in the vicinity of a sphere

In this appendix, I derive the electric potential $\Phi(\mathbf{r})$ created by a point dipole nearby a sphere from the electric potential $\Phi^{e}(\mathbf{r})$ created by a point charge outside the sphere.

## B. 1 Point charge potential

I use the same geometry of Fig. (3.1) where a point charge $q$ is located at $\mathbf{r}_{\mathrm{D}}=$ $z_{0} \mathbf{n}_{z}\left(z_{0}>a\right)$. By considering the same arguments mentioned in Sec. 3.1, the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ can be expressed as

$$
\Phi^{\mathrm{e}}(\mathbf{r})= \begin{cases}\Phi_{0}^{\mathrm{e}}(\mathbf{r})+\Phi_{1}^{\mathrm{e}}(\mathbf{r}), & |\mathbf{r}|>a  \tag{B.1}\\ \Phi_{2}^{\mathrm{e}}(\mathbf{r}), & |\mathbf{r}|<a\end{cases}
$$

where $\Phi_{0}^{\mathrm{e}}$ is the electric potential created by the point charge $q$ embedded in an unbounded medium with dielectric constant $\epsilon_{\mathrm{m}}$ (without sphere), $\Phi_{1}^{\mathrm{e}}\left(\Phi_{2}^{\mathrm{e}}\right)$ is the electric potential outside (inside) the sphere due to the charge redistribution in the sphere (induced by the point charge $q$ ).

Now, $\Phi^{e}(\mathbf{r})$ satisfies the Poisson equation

$$
\begin{equation*}
\nabla^{2} \Phi^{\mathrm{e}}(\mathbf{r})=-\frac{\rho_{\mathrm{Q}}(\mathbf{r})}{\epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \tag{B.2}
\end{equation*}
$$

where $\rho_{\mathrm{Q}}(\mathbf{r})=q \delta\left(\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right)$ is the charge density of a point charge $q$.

For spherical geometries, it is convenient to express the potential in a multipolar expansion with respect to a point, say the origin. In this case, the general form is [75]

$$
\begin{align*}
\Psi(r, \theta, \phi)=\sum_{n=0}^{\infty} & \sum_{m=0}^{n}\left[\left(b_{n m}^{\mathrm{e}} r^{n}+\frac{d_{n m}^{\mathrm{e}}}{r^{n+1}}\right) P_{n}^{m}(\cos \theta)(\cos m \phi)\right. \\
& \left.+\left(b_{n m}^{\mathrm{o}} r^{n}+\frac{d_{n m}^{\mathrm{o}}}{r^{n+1}}\right) P_{n}^{m}(\cos \theta)(\sin m \phi)\right] \tag{B.3}
\end{align*}
$$

where $b_{n m}^{\mathrm{e}}, d_{n m}^{\mathrm{e}}, b_{n m}^{\mathrm{o}}$ and $d_{n m}^{\mathrm{o}}$ are constants. Each term of the multipolar series satisfies Laplace equation $\left[\nabla^{2} \Psi(\mathbf{r})=0\right]$. In my case, the solution of $\Phi^{\mathrm{e}}(\mathbf{r})$ is simplified by the fact that $\Phi^{\mathrm{e}}(\mathbf{r})$ should be independent of the angle $\phi$ for the charge $q$ placed at the $z$-axis (if $r$ and $\theta$ are kept fixed, then one sees the same geometry for any $\phi$ ). Consequently, the solution of $\Phi^{e}$ is reduced to

$$
\begin{equation*}
\Phi^{\mathrm{e}}(r, \theta, \phi)=\sum_{n=0}^{\infty}\left(b_{n} r^{n}+\frac{d_{n}}{r^{n+1}}\right) P_{n}(\cos \theta) \tag{B.4}
\end{equation*}
$$

where $P_{n}(\cos \theta)=P_{n}^{0}(\cos \theta), b_{n}=b_{n 0}^{\mathrm{e}}$ and $d_{n}=d_{n 0}^{\mathrm{e}}$ (all the remaining constants vanish).

The electric potential $\Phi_{0}^{\mathrm{e}}$ is a very well known solution which is given by

$$
\begin{equation*}
\Phi_{0}^{\mathrm{e}}(\mathbf{r})=\frac{1}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{q}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|} \tag{B.5}
\end{equation*}
$$

According to Eq. (B.4), the solution $\Phi_{1}^{e}(\mathbf{r})$ (outside the sphere) should admit a
multipolar expansion as

$$
\begin{equation*}
\Phi_{1}^{\mathrm{e}}(r, \theta, \phi)=\sum_{n=0}^{\infty} \frac{d_{n}}{r^{n+1}} P_{n}(\cos \theta) \tag{B.6}
\end{equation*}
$$

The coefficients of terms that are proportional to $r^{n}$ must vanish, since $\lim _{r \rightarrow \infty} \Phi^{\mathrm{e}}(r, \theta, \phi)=$ 0 . While inside the sphere [see Eq. (B.4)], $\Phi_{2}^{\mathrm{e}}$ must have the form

$$
\begin{equation*}
\Phi_{2}^{\mathrm{e}}(r, \theta, \phi)=\sum_{n=0}^{\infty} b_{n} r^{n} P_{n}(\cos \theta) \tag{B.7}
\end{equation*}
$$

I have disregarded the terms that are proportional to $r^{-(n+1)}$ because the potential must be finite at the origin. At this step, I need to find the coefficients $b_{n}$ and $d_{n}$. These coefficients are obtained from the boundary conditions that $\Phi^{e}(\mathbf{r})$ satisfy at the sphere surface.

Before evaluating the boundary conditions, I have to obtain the multipolar expansion of $\Phi_{0}^{\mathrm{e}}(\mathbf{r})$ that is valid at the sphere surface. The distance $\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|$ can be expressed as

$$
\begin{equation*}
\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|=\left(r^{2}+z_{\mathrm{o}}^{2}-2 r z_{\mathrm{o}} \cos \theta\right)^{1 / 2} \tag{B.8}
\end{equation*}
$$

where $r=|\mathbf{r}|$. I recognized that any point $r$ belonging to the sphere fulfills the condition $r<z_{0}$. Thus, I can write

$$
\begin{equation*}
\frac{1}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|}=\frac{1}{z_{\mathrm{o}}\left[1+\left(\frac{r}{z_{\mathrm{o}}}\right)^{2}-2\left(\frac{r}{z_{\mathrm{o}}}\right) \cos \theta\right]^{1 / 2}} \tag{B.9}
\end{equation*}
$$

Since [ $\left(r / z_{0}\right)<1$ ], I can expand the right hand side of Eq. (B.9) in a converging binomial series as

$$
\begin{equation*}
\frac{1}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|}=\frac{1}{z_{\mathrm{o}}}\left[1+\cos \theta \frac{r}{z_{\mathrm{o}}}+\frac{1}{2}\left(3 \cos ^{2} \theta-1\right)\left(\frac{r}{z_{0}}\right)^{2}+\frac{1}{2}\left(5 \cos ^{3} \theta-3 \cos \theta\right)\left(\frac{r}{z_{0}}\right)^{3}+\cdots\right] \tag{B.10}
\end{equation*}
$$

It turns out that the multiplicative factors of $\left(r / z_{0}\right)^{n}(n=0,1,2, \ldots)$ are precisely the Legendre polynomials $P_{n}(\cos \theta)$ [75]. Therefore, the multipolar expansion of $\Phi_{0}^{\mathrm{e}}(\mathbf{r})$ becomes

$$
\begin{equation*}
\Phi_{o}^{e}(r, \theta, \phi)=\frac{q}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{1}{z_{\mathrm{o}}} \sum_{n=0}^{\infty}\left(\frac{r}{z_{\mathrm{o}}}\right)^{n} P_{n}(\cos \theta), \quad r<z_{\mathrm{o}} \tag{B.11}
\end{equation*}
$$

I remark that the expansion (B.11) is valid when $r<z_{0}$.

The boundary conditions for $\Phi^{\mathrm{e}}(\mathbf{r})$ at the sphere surface demand

$$
\begin{align*}
\Phi_{0}^{\mathrm{e}}(a, \theta, \phi)+\Phi_{1}^{\mathrm{e}}(a, \theta, \phi) & =\Phi_{2}^{\mathrm{e}}(a, \theta, \phi)  \tag{B.12}\\
\epsilon_{\mathrm{m}}\left\{\left.\frac{\partial}{\partial r}\left[\Phi_{0}^{\mathrm{e}}(r, \theta, \phi)+\Phi_{1}^{\mathrm{e}}(r, \theta, \phi)\right]\right|_{r=a}\right\} & =\left.\epsilon_{\mathrm{b}} \frac{\partial}{\partial r} \Phi_{2}^{\mathrm{e}}(r, \theta, \phi)\right|_{r=a} \tag{B.13}
\end{align*}
$$

The first boundary condition (B.12) means that the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ is continuous at the interface. The second boundary condition (B.13) comes from the continuity of the normal components of the displacement field $\mathbf{D}(\mathbf{r})$ at the interface. These boundary conditions lead to the following equations

$$
\begin{align*}
a^{n} b_{n}+\frac{1}{a^{n+1}} d_{n} & =-\frac{1}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{q}{z_{\mathrm{o}}}\left(\frac{a}{z_{\mathrm{o}}}\right)^{n},  \tag{B.14}\\
\epsilon_{\mathrm{b}} n a^{n-1} b_{n}+\frac{\epsilon_{\mathrm{m}}(n+1)}{a^{n+2}} d_{n} & =\frac{n}{4 \pi \epsilon_{\mathrm{o}}} \frac{q}{z_{\mathrm{o}}} \frac{a^{n-1}}{z_{\mathrm{o}}^{n}} \tag{B.15}
\end{align*}
$$

By solving this linear system for $b_{n}$ and $d_{n}$, I obtain the solution $\Phi^{\mathrm{e}}(\mathbf{r})$ created by the point charge $q$ in the presence of the sphere, that is,

$$
\Phi^{e}(\mathbf{r})= \begin{cases}\frac{q}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{1}{\left|\mathbf{r}-\mathbf{r}_{\mathrm{D}}\right|}+\frac{q}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \sum_{n=0}^{\infty} \frac{n\left(\epsilon_{\mathrm{m}}-\epsilon_{\mathrm{b}}\right)}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \frac{a^{2 n+1}}{z_{\mathrm{o}}^{n+1}} \frac{P_{n}(\cos \theta)}{r^{n+1}}, & r>a  \tag{B.16}\\ \frac{q}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=0}^{\infty} \frac{2 n+1}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \frac{r^{n}}{z_{\mathrm{o}}^{n+1}} P_{n}(\cos \theta), & r<a\end{cases}
$$



Figure B.1: In this case, an arbitrarily oriented dipole can be represented as the superposition of three dipoles oriented in the (a) $z$-direction and (b) $x$-direction

## B. 2 Point dipole potential

Now, I can derive the potential $\Phi(\mathbf{r})$ created by a point dipole at $\mathbf{r}_{\mathrm{D}}=z_{0} \mathbf{n}_{z}$ in presence of a sphere from the potential $\Phi^{e}(\mathbf{r})$ that was obtained in Sec. B.1. I recall that this is achieved by adding the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ due to a point charge $-q$ at $\mathbf{r}_{\mathrm{D}}=z_{0} \mathbf{n}_{z}$ and the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ that is originated from a point charge $q$ at $\mathbf{r}_{\mathrm{D}}+\Delta s \mathbf{n}_{\mathrm{D}}\left(\boldsymbol{\mu}_{\mathrm{D}}=q \Delta s \mathbf{n}_{\mathrm{D}}\right)$. Then, the point dipole potential is obtained when the limit $\Delta s \rightarrow 0$ is taken in such a way that $q \Delta s=$ constant $=\left|\boldsymbol{\mu}_{\mathrm{D}}\right|$. According to Eq. (3.4), the total potential $\Phi(\mathbf{r})$ for an arbitrarily oriented dipole $\mu_{\mathrm{D}}$ can be decomposed as the superposition of three partial potentials due to the dipoles that are solely oriented along each of the three Cartesian directions.

## Dipole oriented in the z-direction

For a dipole oriented in the $z$-direction, the charge $-q$ is located at $z_{0} \mathbf{n}_{z}$, whereas charge $q$ is placed at $\mathbf{r}_{\mathrm{q}}=\left(z_{\mathrm{o}}+\Delta z\right) \mathbf{n}_{z}$, thus the dipole moment is $\boldsymbol{\mu}_{\mathrm{D}}=q \Delta z \mathbf{n}_{z}$
[see Fig. B. 1 (a)]. The potential produced by $\boldsymbol{\mu}_{\mathrm{D}}$ is

$$
\begin{align*}
\Phi_{\mathrm{D}_{z}}(\mathbf{r}) & =\Phi_{\beta_{z}}^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}+\Delta z\right)-\Phi_{\beta_{z}}^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}\right) \\
& =q \Delta z \frac{\Phi_{\beta_{z}}^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}+\Delta z\right)-\Phi_{\beta_{z}}^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}\right)}{q \Delta z} \tag{B.17}
\end{align*}
$$

where $\beta=0,1,2$. Notice that I have added a term in the argument of $\Phi^{\mathrm{e}}$ that indicates the charge location in Cartesian coordinates. From Eq. (B.17), in the limit $\Delta z \rightarrow 0$, the potential originated by a point dipole $\mu_{z}\left(\mu_{z}=q \Delta z\right)$ at $\mathbf{r}_{\mathrm{D}}=z_{0} \mathbf{n}_{z}$ is

$$
\begin{equation*}
\Phi_{z}(r, \theta, \phi)=\lim _{\Delta z \rightarrow 0} \Phi_{\mathrm{D}_{z}}(r, \theta, \phi)=\frac{\mu_{z}}{q} \frac{\partial}{\partial z_{\mathrm{o}}} \Phi^{\mathrm{e}}\left(r, \theta, \phi ; z_{\mathrm{o}}, 0,0\right) \tag{B.18}
\end{equation*}
$$

Equation (B.18) renders Eqs. (3.8,3.11,3.14).

## Dipole oriented in the $x$-direction

The potential due to a dipole oriented in the $x$-direction is obtained by adding the potentials arising from a charge $-q$ placed at $\mathbf{r}_{\mathrm{D}}=z_{\mathrm{o}} \mathbf{n}_{z}$ and a charge $q$ located at $\mathbf{r}_{\mathrm{q}}=z_{\mathrm{o}} \sin \Delta \theta \mathbf{n}_{x}+z_{\mathrm{o}} \cos \Delta \theta \mathbf{n}_{z}$.

The solution $\Phi^{\mathrm{e}}(\mathbf{r})$ [Eq. (B.16)] considers that the line passing through the charge location and the origin defines the azimuthal axis ( $z$-axis). Therefore, the potential $\Phi^{\mathrm{e}}(\mathbf{r})$ generated by the off-axis charge $q$ at $\mathbf{r}_{\mathrm{q}}$ must be taken with respect to a new reference system $(r, \gamma, \delta)$ in which the azimuthal axis ( $z^{\prime}$-axis) is the line that intersects the point $\mathbf{r}_{\mathrm{q}}$ and the origin. Since a rotational transformation relates both reference systems, the coordinate $r$ is the same for both systems. The relation between $\gamma$ and $(\theta, \phi, \Delta \theta)$ is established from

$$
\begin{equation*}
\cos \gamma=\frac{\mathbf{r}_{\mathrm{q}} \cdot \mathbf{r}}{\left|\mathbf{r}_{\mathrm{q}}\right||\mathbf{r}|}=\frac{\mathbf{r}_{\mathrm{q}} \cdot \mathbf{r}}{z_{\mathrm{o}} r}=\sin \theta \cos \phi \sin \Delta \theta+\cos \theta \cos \Delta \theta \tag{B.19}
\end{equation*}
$$

Strictly speaking, $\Phi^{\mathrm{e}}(\mathbf{r})$ does not depend on $\delta$; thus, the relation between $\delta$ and $(\theta, \phi, \Delta \theta)$ is not necessary. Therefore, the potential due to this pair of charges is

$$
\begin{aligned}
\Phi_{\mathrm{D}_{x}}(\mathbf{r}) & =\Phi^{\mathrm{e}}\left(r, \gamma(\theta, \phi, \Delta \theta), \delta ; 0,0, z_{\mathrm{o}}\right)-\Phi^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}\right) \\
& =q z_{\mathrm{o}} \Delta \theta\left(\frac{1}{q z_{\mathrm{o}}}\right)\left[\frac{\Phi^{\mathrm{e}}\left(r, \gamma(\theta, \phi, \Delta \theta), \delta ; 0,0, z_{\mathrm{o}}\right)-\Phi^{\mathrm{e}}\left(r, \theta, \phi ; 0,0, z_{\mathrm{o}}\right)}{\Delta \theta}(\text { B.20 })\right.
\end{aligned}
$$

I find the point dipole potential generated by a dipole oriented in the $x$-direction when I apply the limit $\Delta \theta \rightarrow 0$ to Eq. (B.20) (keeping $q z_{0} \Delta \theta=$ constant $=\mu_{x}$ ). In this limit, $\gamma \rightarrow \theta, \delta \rightarrow \phi$, and the potential sum becomes a partial derivative with respect to $\Delta \theta$, that is,

$$
\begin{equation*}
\Phi_{x}(r, \theta, \phi)=\lim _{\Delta \theta \rightarrow 0} \Phi_{\mathrm{D}_{x}}(r, \theta, \phi)=\left.\frac{\mu_{x}}{q z_{0}} \frac{\partial}{\partial \Delta \theta} \Phi^{\mathrm{e}}\left[r, \gamma(\theta, \phi, \Delta \theta), \delta ; 0,0, z_{\mathrm{o}}\right]\right|_{\Delta \theta=0} \tag{B.21}
\end{equation*}
$$

By using Eq. (B.21) and Eq. (B.16), I obtain the Eqs. (3.6,3.9,3.12).

## Dipole oriented in the $y$-direction

The potential produced by a point dipole oriented in the $y$-direction is obtained in a similar manner as for the dipole oriented in the $x$-direction. Here, the azimuthal axis $z^{\prime}$ lies in the $z y$-plane, the point charge $q$ is placed at $\mathbf{r}_{\mathrm{q}}=z_{\mathrm{o}} \sin \Delta \theta \mathbf{n}_{y}+$ $z_{0} \cos \Delta \theta \mathbf{n}_{z}$ ( $\Delta \theta$ is also the angle between the azimuthal axes $z^{\prime}$ and $z$ ). and the relation between the polar angle $\gamma$ and the $(\theta, \phi, \Delta \theta)$ is now

$$
\begin{equation*}
\cos \gamma=\sin \theta \sin \Delta \theta \sin \phi+\cos \theta \cos \Delta \theta \tag{B.22}
\end{equation*}
$$

Therefore, the potential $\Phi$ can be also obtained from Eq. (B.21), but the polar angle $\gamma$ is now defined by Eq. (B.22) and $\mu_{x}$ is replaced by $\mu_{y}$.

## Appendix C

## Quasi-static Green's tensor

The quasi-static Green tensor elements [Eq. (3.19)] are obtained by using the relation

$$
\begin{align*}
\frac{\partial}{\partial x} \Phi_{j}(r, \theta, \phi)= & \sin \theta \cos \phi \frac{\partial}{\partial r} \Phi_{j}(r, \theta, \phi)+\frac{\cos \theta \cos \phi}{r} \frac{\partial}{\partial \theta} \Phi_{j}(r, \theta, \phi) \\
& -\frac{\sin \phi}{r \sin \theta} \frac{\partial}{\partial \phi} \Phi_{j}(r, \theta, \phi)  \tag{C.1}\\
\frac{\partial}{\partial y} \Phi_{j}(r, \theta, \phi)= & \sin \theta \sin \phi \frac{\partial}{\partial r} \Phi_{j}(r, \theta, \phi)+\frac{\cos \theta \sin \phi}{r} \frac{\partial}{\partial \theta} \Phi_{j}(r, \theta, \phi) \\
& -\frac{\cos \phi}{r \sin \theta} \frac{\partial}{\partial \phi} \Phi_{j}(r, \theta, \phi),  \tag{C.2}\\
\frac{\partial}{\partial z} \Phi_{j}(r, \theta, \phi)= & \cos \theta \frac{\partial}{\partial r} \Phi_{j}(r, \theta, \phi)-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \Phi_{j}(r, \theta, \phi), \tag{C.3}
\end{align*}
$$

where ( $j=x, y, z$ ). By substituting Eqs. (3.6-3.14) and Eqs. (C.1-C.3) into Eq. (3.18), I can calculate the Green tensor components. Outside the sphere

$$
\begin{equation*}
\overleftrightarrow{\mathbf{Q}}_{0}\left(\mathbf{r}, z_{\mathrm{o}} \mathbf{n}_{z}\right)=\frac{1}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}} \frac{1}{R^{3}}\left[-\overleftrightarrow{\mathrm{I}}+\frac{3 \mathbf{R R}}{R^{2}}\right], \tag{C.4}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{r}-z_{0} \mathbf{n}_{z}$. While the scattering elements of $\overleftrightarrow{\mathrm{Q}}_{1}$ are

$$
\begin{align*}
Q_{1_{x x}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \\
& +\frac{\cos \theta \cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\tau_{n}(\theta)}{r^{n+2}}+\frac{\sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}},  \tag{C.5}\\
Q_{1_{x y}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \\
& +\frac{\cos \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\tau_{n}(\theta)}{r^{n+2}}-\frac{\sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}}, \tag{C.6}
\end{align*}
$$

$$
Q_{1_{x z}}(r, \theta, \phi)=\frac{\sin \theta \cos \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1)^{2} \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{P_{n}(\cos \theta)}{r^{n+2}}
$$

$$
\begin{equation*}
+\frac{\sin 2 \theta \cos \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \tag{C.7}
\end{equation*}
$$

$$
\begin{aligned}
Q_{1_{y x}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \\
& +\frac{\cos \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\tau_{n}(\theta)}{r^{n+2}}-\frac{\sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}},
\end{aligned}
$$

$$
\begin{align*}
Q_{1_{y y}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\cos \theta)}{r^{n+2}} \\
& +\frac{\cos \theta \sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\tau_{n}(\theta)}{r^{n+2}}+\frac{\cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}}, \tag{C.9}
\end{align*}
$$

$$
\begin{align*}
Q_{1_{y z}}(r, \theta, \phi)= & \frac{\sin \theta \sin \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1)^{2} \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{P_{n}(\cos \theta)}{r^{n+2}} \\
& +\frac{\sin 2 \theta \sin \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}},  \tag{C.10}\\
Q_{1_{z x}}(r, \theta, \phi)= & -\frac{\sin 2 \theta \cos \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \\
& -\frac{\sin \theta \cos \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2} \frac{\tau_{n}(\theta)}{r^{n+2}},}  \tag{C.11}\\
Q_{1_{z y}(r, \theta, \phi)=} & -\frac{\sin 2 \theta \sin \phi}{8 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} \\
& -\frac{\sin \theta \sin \phi}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{\alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\tau_{n}(\theta)}{r^{n+2}},  \tag{C.12}\\
& -\frac{\sin { }^{2} \theta}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1) \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{\Pi_{n}(\theta)}{r^{n+2}} . \\
Q_{1_{z z}}(r, \theta, \phi)= & \frac{\cos \theta}{4 \pi \epsilon_{\mathrm{o}} \epsilon_{\mathrm{m}}^{2}} \sum_{n=1}^{\infty} \frac{(n+1)^{2} \alpha_{n}}{z_{\mathrm{o}}^{n+2}} \frac{P_{n}(\cos \theta)}{r^{n+2}} \tag{C.13}
\end{align*}
$$

Finally, the quasi-static Green tensor elements inside the sphere turned out to be

$$
\begin{align*}
Q_{2_{x x}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta)-\frac{\cos \theta \cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta) \\
& -\frac{\sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.14}
\end{align*}
$$

$$
\begin{align*}
Q_{2_{x y}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta)-\frac{\cos \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta) \\
& +\frac{\sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.15}
\end{align*}
$$

$$
\begin{align*}
Q_{2_{x z}}(r, \theta, \phi)= & \frac{\sin \theta \cos \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} P_{n}(\cos \theta) \\
& -\frac{\sin 2 \theta \cos \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty}(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.16}
\end{align*}
$$

$$
\begin{align*}
Q_{2_{y x}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta)-\frac{\cos \theta \sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta) \\
& +\frac{\sin 2 \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.17}
\end{align*}
$$

$$
\begin{align*}
Q_{2_{y y}}(r, \theta, \phi)= & -\frac{\sin ^{2} \theta \sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta)-\frac{\cos \theta \sin ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta) \\
& -\frac{\cos ^{2} \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.18}
\end{align*}
$$

$$
Q_{2_{y z}}(r, \theta, \phi)=\frac{\sin \theta \sin \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} P_{n}(\cos \theta)
$$

$$
\begin{equation*}
-\frac{\sin 2 \theta \sin \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty}(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \tag{C.19}
\end{equation*}
$$

$$
Q_{2_{z x}}(r, \theta, \phi)=-\frac{\sin 2 \theta \cos \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta)
$$

$$
\begin{equation*}
+\frac{\sin \theta \cos \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta) \tag{C.20}
\end{equation*}
$$

$$
\begin{align*}
Q_{2_{z y}}(r, \theta, \phi)= & -\frac{\sin 2 \theta \sin \phi}{8 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) \\
& +\frac{\sin \theta \sin \phi}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \tau_{n}(\cos \theta),  \tag{C.21}\\
Q_{2_{z z}}(r, \theta, \phi)= & \frac{\cos \theta}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty} n(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} P_{n}(\cos \theta) \\
& +\frac{\sin ^{2} \theta}{4 \pi \epsilon_{\mathrm{o}}} \sum_{n=1}^{\infty}(n+1) \gamma_{n} \frac{r^{n-1}}{z_{\mathrm{o}}^{n+2}} \Pi_{n}(\cos \theta) . \tag{C.22}
\end{align*}
$$

Here, I have defined

$$
\begin{align*}
\Pi_{n}[\theta] & \equiv \frac{P_{n}^{1}[\cos \theta]}{\sin \theta}  \tag{C.23}\\
\tau_{n}[\theta] & \equiv \frac{\partial}{\partial \theta} P_{n}^{1}[\cos \theta]  \tag{C.24}\\
\gamma_{n} & \equiv \frac{2 n+1}{n \epsilon_{\mathrm{b}}+(n+1) \epsilon_{\mathrm{m}}} \tag{C.25}
\end{align*}
$$

## Appendix D

## Determination of $f_{\mathrm{D}}$ and $\operatorname{Im}\left[\alpha_{\mathrm{A}}\right]$

Herein, I describe how $f_{\mathrm{D}}$ and $\operatorname{Im}\left[\alpha_{\mathrm{A}}\right]$ can be extracted from the data provided by the molecular probe companies. I recall that the spectral data $\sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{o i}\right)$ [the subscript e (a) denotes emission (absorption)] is a discrete function of certain values of the free-space wavelength $\lambda_{\mathrm{o} i}(i=1,2, \ldots, M)$ in which $\operatorname{Max}\left[\sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{\mathrm{o} i}\right)\right]=$ 100.

According to Eqs. $(3.21,3.24), K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ are obtained by integrations with respect to $\omega$. However for numerical convenience, I carry out the integration for calculating $K_{\mathrm{F}}$ and $K_{\mathrm{D}}$ with respect to free-space wavevector $k_{\mathrm{o}}$, thus I apply the variable transformation $k_{\mathrm{o}}=\omega / c$. Consequently, I require that $f_{\mathrm{D}}$ and $\operatorname{Im}[\alpha]$ should be expressed as a function of $k_{\mathrm{o}}$.

Let us suppose that the $\sigma_{e(a)}\left(\lambda_{o}\right)$ is a continuous function of $\lambda_{0}$. First, I express the emission and absorption spectra as a function of $k_{\mathrm{o}}$, that is,

$$
\begin{equation*}
\hat{\sigma}_{\mathrm{e}(\mathrm{a})}\left(k_{o}\right)=\frac{2 \pi}{k_{\mathrm{o}}^{2}} \sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{o}=2 \pi / k_{\mathrm{o}}\right) . \tag{D.1}
\end{equation*}
$$

The factor $2 \pi / k_{\mathrm{o}}^{2}$ on the right hand size of Eq. (D.1) assures

$$
\begin{equation*}
\mathcal{N}_{\mathrm{e}(\mathrm{a})}=\int_{0}^{\infty} \hat{\sigma}_{\mathrm{e}(\mathrm{a})}\left(k_{\mathrm{o}}\right) \mathrm{d} k_{\mathrm{o}}=\int_{0}^{\infty} \sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{\mathrm{o}}\right) \mathrm{d} \lambda_{\mathrm{o}} \tag{D.2}
\end{equation*}
$$

I must consider a normalized donor emission (acceptor absorption) $f_{\mathrm{D}(\mathrm{A})}\left(k_{\mathrm{o}}\right)$
distribution, namely,

$$
\begin{equation*}
\int_{0}^{\infty} f_{\mathrm{D}(\mathrm{~A})}\left(k_{\mathrm{o}}\right) \mathrm{d} k_{\mathrm{o}}=1 \tag{D.3}
\end{equation*}
$$

Then, it follows that

$$
\begin{equation*}
f_{\mathrm{D}(\mathrm{~A})}\left(k_{\mathrm{o}}\right) \equiv \frac{1}{\mathcal{N}_{\mathrm{e}(a)}} \hat{\sigma}_{\mathrm{e}(\mathrm{a})}\left(k_{\mathrm{o}}\right) . \tag{D.4}
\end{equation*}
$$

I remind that $f_{\mathrm{D}}\left(k_{\mathrm{o}}\right)$ is just the normalized donor spectrum that is defined in Eq. (2.10). On the other hand, molecular polarizabilities scale with a factor $|\boldsymbol{\mu}|^{2} /(\hbar c)$ ( $\boldsymbol{\mu}$ is electronic transition dipole moment) [56]. Therefore, I assume that the imaginary part of the acceptor polarizability can be expressed as

$$
\begin{equation*}
\operatorname{Im}\left[\alpha_{\mathrm{A}}\left(k_{\mathrm{o}}\right)\right]=\frac{\pi\left|\boldsymbol{\mu}_{\mathrm{A}}\right|^{2}}{\hbar c} f_{\mathrm{A}}\left(k_{\mathrm{o}}\right) . \tag{D.5}
\end{equation*}
$$

The discrete data $f_{\mathrm{D}(\mathrm{A})}\left(k_{\mathrm{oi}}\right)(i=1,2,3, \ldots, M)$ are obtained from the original data $\sigma_{\mathrm{e}(\mathrm{a})}\left(\lambda_{\mathrm{oi}}\right)$ by using Eqs. (D.1,D.2,D.4) [ $\mathcal{N}_{\mathrm{e}(\mathrm{a})}$ is obtained by numerical integration]. Then, the data $f_{\mathrm{D}(\mathrm{A})}\left(k_{\mathrm{oi}}\right)$ are fitted by a superposition of Gaussian functions, that is,

$$
\begin{equation*}
f_{\mathrm{D}(\mathrm{~A})}\left(k_{\mathrm{o}}\right)=\frac{1}{\sqrt{2 \pi} N} \sum_{n=1}^{N} \frac{1}{\Psi_{n}} \exp \left[-\frac{\left(k_{\mathrm{o}}-k_{n}\right)^{2}}{2 \Psi_{n}^{2}}\right] . \tag{D.6}
\end{equation*}
$$

Here, $N$ is the number of Gaussian functions (set a priori), $k_{n}$ and $\Psi_{n}$ are the central wavevector and the width of the $n$-th Gaussian function, respectively. The numerical algorithm yields the values $k_{n}$ and $\Psi_{n}$ that minimize the sum of the squared difference of the function original value and its fit value.

The Cy5 (emission), Cy5.5 (absorption), LysoTracker ${ }^{\text {TM }}$ Blue (emission), and F2N12S (absorption) original spectral data $\left[\sigma_{\mathrm{e}}\left(\lambda_{\mathrm{oi}}\right)\right]$ are obtained from Ref. [76]. By applying the aforementioned methodology, I obtain the normalized donor emission profiles $f_{\mathrm{D}}\left(k_{\mathrm{o}}\right)$ for Cy5 and LysoTracker ${ }^{\text {TM }}$ Blue, as well as the acceptor absorption profiles $f_{\mathrm{A}}\left(k_{\mathrm{o}}\right)$ for Cy5.5 and F2N12S. The parameters $k_{n}$ and $\Psi_{n}$ that
characterize the Gaussian decomposition of these emission and absorption profiles are tabulated in Tables D. 1 and D.2, respectively.

Table D.1: Gaussian fit parameters ( $k_{n}$ and $\Psi_{n}$ ) of $f_{\mathrm{D}}\left(k_{\mathrm{o}}\right)$ for Cy 5 and LysoTracker ${ }^{\top \mathrm{TM}}$ Blue. Here $\bar{k}=1 \mathrm{~cm}^{-1}$.

|  | Cy5 |  | LysoTracker ${ }^{\text {TM }}$ Blue |  |
| ---: | ---: | ---: | ---: | ---: |
| $n$ | $k_{n} / \bar{k}$ | $\Psi_{n} / \bar{k}$ | $k_{n} / \bar{k}$ | $\Psi_{n} / \bar{k}$ |
| $\mathbf{1}$ | 91258 | 4767 | 139915 | 6901 |
| $\mathbf{2}$ | 93657 | 1964 | 139973 | 15697 |
| $\mathbf{3}$ | 94738 | 1691 | 141538 | 3240 |
| $\mathbf{4}$ |  |  | 147528 | 1956 |
| $\mathbf{5}$ |  |  | 150369 | 1961 |
| $\mathbf{6}$ |  |  | 155149 | 2247 |
| $\mathbf{7}$ |  |  | 158275 | 2021 |

Table D.2: Gaussian fit parameters ( $k_{n}$ and $\Psi_{n}$ ) of $f_{\mathrm{A}}\left(k_{\mathrm{o}}\right)$ for Cy5.5 and F2N12S. Here $\bar{k}=$ $1 \mathrm{~cm}^{-1}$.

|  | Cy5.5 |  | F2N12S |  |
| ---: | ---: | ---: | ---: | ---: |
| $n$ | $k_{n} / \bar{k}$ | $\Psi_{n} / \bar{k}$ | $k_{n} / \bar{k}$ | $\Psi_{n} / \bar{k}$ |
| $\mathbf{1}$ | 92617 | 1506 | 147173 | 7374 |
| $\mathbf{2}$ | 93375 | 2637 | 155187 | 11257 |
| 3 | 94252 | 2044 |  |  |
| 4 | 100174 | 2889 |  |  |
| 5 | 103280 | 6981 |  |  |

Figures 4.1 and 4.2 show the Cy5 and LysoTracker ${ }^{\text {TM }}$ Blue fit emission distributions $f_{\mathrm{D}}\left(k_{\mathrm{o}}\right)$, respectively. On the other hand, I assume that $\left|\boldsymbol{\mu}_{\mathrm{A}}\right|=1.602 \times$ $10^{-29} \mathrm{Cm}=4.802 \mathrm{D}$ (typical strength of a dipole electronic transition, an electron charge $e$ displaced $1 \AA$ ) for both Cy5.5 and F2N12S fluorophores. Then, the $\operatorname{Im}\left[\alpha_{\mathrm{A}}\left(k_{\mathrm{o}}\right)\right]$ functions for Cy5.5 and F2N12S are obtained by using the aforementioned transition dipole strength $\left|\boldsymbol{\mu}_{\mathrm{A}}\right|$ and their corresponding fit distributions $f_{\mathrm{A}}\left(k_{\mathrm{o}}\right)$ (see Figs. 4.1 and 4.2).
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4.17 Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=2.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Offresonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
4.18 Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathbf{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=7.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Offresonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
4.19 Contour plots of $\eta\left(\mathbf{r}_{\mathrm{A}}\right)$ ( $\mathrm{r}_{\mathrm{A}}$ belongs to the $x z$-plane) for $a=12.5 \mathrm{~nm}$, and both acceptor and donor dipoles oriented in the $x$-direction. Offresonance: (a) without sphere, (b) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (c) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (d) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. On-resonance: (e) without sphere, (f) $z_{\mathrm{o}}-a=2 \mathrm{~nm}$, (g) $z_{\mathrm{o}}-a=6 \mathrm{~nm}$, and (h) $z_{\mathrm{o}}-a=12 \mathrm{~nm}$. Here $z_{\mathrm{o}}-a$ is the donor-surface separation (the coordinate system origin is placed at the sphere center).
B. 1 In this case, an arbitrarily oriented dipole can be represented as the superposition of three dipoles oriented in the (a) $z$-direction and (b) $x$-direction

## List of Tables

4.1 Enhancement of the energy transfer Förster rate with respect the case in the absence of the sphere ( $\tilde{K}_{\mathrm{F}} / \tilde{K}_{\mathrm{F} 0}$ ) at particular points $\mathbf{r}_{\mathrm{A} i}$ (shown in Fig. 4.6 and $i=1, \ldots, 5)$ and donor locations $\left(z_{0}\right)$. Here, the donor and acceptor dipoles are oriented in the $z$-direction and the sphere has a radius $a=2.5 \mathrm{~nm}$. Note that although $z_{0}-a$ and $\left|\mathbf{r}_{\mathrm{A} i}-\mathbf{r}_{\mathrm{D}}\right|$ are the same for $\mathbf{r}_{\mathrm{A} 4}$ and $\mathbf{r}_{\mathrm{A} 5}$, these acceptor positions are not the same.
D. 1 Gaussian fit parameters ( $k_{n}$ and $\Psi_{n}$ ) of $f_{\mathrm{D}}\left(k_{\mathrm{o}}\right)$ for Cy5 and LysoTracker ${ }^{\text {TM }}$ Blue.

Here $\bar{k}=1 \mathrm{~cm}^{-1}$.
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