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1. Introduction 

 
In general optical system design consists of meeting specific requirement under some set of 
constraints. The constraints of a system vary from application to application. Number of 
optical elements (lenses, mirrors, prisms, DOEs, etc.), materials, cost, size and weight. 
Similarly, the performance requirements of a system are application dependent and often 
times include the minimization of aberrations. Some aberrations may or may not be 
important or they may be organized into a spectrum of tolerable to intolerable aberrations. 
Because meeting the system constraints can cause the aberrations to worsen and, 
conversely, minimizing the aberrations may require breaking the constraints, the challenge 
lies in making the tradeoff between the two. For example, the design of a digital color 
imaging system which uses only plastic optical elements is a nontrivial task. While plastic 
is a desirable material due to its low cost, ease of manufacturing, light weight and 
durability, it may greatly increase the difficulty in correcting chromatic aberration. 
 
Control of lens aberrations has traditionally been a very difficult problem. The lens 
designer often works to determine a lens design where a number of aberrations, such as 
aberrations due to chromatic aberration, spherical aberration, astigmatism, coma, distortion, 
temperature dependent aberrations, fabrication tolerance, etc. are minimized over a broad 
spatial region in the image plane. The large number of constraints on the lens system 
invariably leads to designed systems with a large number of tightly specified optical 
elements. 
 
If the number of constraints on the optical system can be decreased, or the number of lens 
aberrations that can be tolerated is increased, then it should be possible to develop 
simplified and/or less costly lens system. 
 
One of the most prevalent problems in incoherent imaging systems is the limited range over 
which a system is able to produce an in-focus image. For example, in macroscopic systems 
(surveillance, endoscopy, etc.), depth of focus is important due to the three-dimensional 
properties of the objects being imaged. In microscopy depth of focus is equally as 
important for viewing small, detailed, three-dimensional objects. Imaging systems that 
image two-dimensional objects (i.e. flatbed scanners) have focus-related problems due to 
aberrations such as curvature of field or due to system misalignments caused by poor 
assembly, settling, temperature variations, etc. Consequently, these systems can also benefit 
from extended depth of focus. 
 
Optical system designers have traditionally extended the depth of focus of optical systems 
by working with exit pupil definitions1, 2, 3, 4, 5, usually stopping down the aperture until the 
desired focal depth has been reached. Three problems, however, quickly arise from 
stopping down exit pupils.  
 

a) The first problem is the obvious reduction in the amount of light power allowed 
through the system. Reducing the exit pupil diameter of any system to 1/x times that 
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of the original system will require that x2 times more power or x2 times more 
exposure time be used in the system before an image of equal exposure is produced.  

 
b) The second problem is that stopping down the aperture reduces the resolution of the 

system (by performing a type of low pass filtering).  
 

c) The third problem is that stopping down the aperture will also increase the risk of 
object motion during an increased exposure time, resulting in a blurred image. 

 
By applying the ambiguity function from the radar field to optical transfer functions, 
Thomas Cathey and Edward Dowski6 have developed a special phase plate which can be 
placed in the aperture stop of an optical system. This causes the optical system to be focus 
invariant over a significantly larger range than the focal range of a standard optical system.  
 
The cubic phase plate works by causing the optical transfer function (OTF) of any plane in 
the desired range to be invariant from the OTF of any other plane in that range. They call 
the effect of the phase plate on the OTF “wavefront coding”.  
 
These coded optical transfer functions are not those of a standard in-focus system, but, 
nevertheless, they are invariant to defocus. This invariance allows us to perform simple 
signal processing on an entire image, thus allowing the whole range of the object to be in 
focus. Wavefront coding allows objects containing three dimensional properties beyond the 
standard depth of focus to be completely and clearly resolved without the loss of light that 
occurs when the aperture size is reduced.  
 
A series of ray diagrams illustrates how wavefront coding technology is able to increase the 
depth of field of an imaging system by encoding images to make them invariant to defocus, 
see figure 1.1. 
 
A thorough description of the development and mathematics of this special phase plate can 
be found in next sections. 
 
In the section 2, we explain with detail the concepts and necessary tools to understand the 
wavefront coding technology. We begin with the concepts of wavefront aberrations and 
pupil function because they are necessary to understand the point spread function and the 
optical transfer function. it is also explained the ambiguity function because it is very useful 
to understand the variations of the optical transfer function with defocus and later we show 
too that ambiguity function is also useful as design tool for the wavefront coding 
technology. To determine which phase surface is necessary to code the wavefront a 
technique call the method of stationary phase is used, this method is explained with detail. 
Another topic that it is approached in section 2 it is the corresponding to images processing, 
in particular, the convolution concept and its use in the filters design.   
   
In the section 3, we explain the technique of the wavefront coding technology with all 
detail. Finally, we give conclusions. 
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(A)                                                                      (B) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(C) (D) 
 

Figure 1.1. Rays of a point source focused by a one-dimensional lens (A) without and (C) 
with a cubic phase plate incorporated. The detail near the normal image plane is shown in 
(B) and (D). 
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2. Analysis Tools 

 
One of the most useful tools for understanding optical systems is the Optical Transfer 
Function (OTF). The OTF of an optical system is the Fourier transform of the Point Spread 
Function (PSF) or impulse response of that system. For understanding these concepts, I first 
explain the aberration concept and the pupil function. 
 

2.1. Wavefront aberrations 
 
If P is any object point and P’ is its Gaussian image, then all rays from P, i.e. all those 
transmitted by the aperture stop, should pass through P’; alternatively the wavefronts from 
P should, in image space, be portions of spheres centred on P’. Aberrations appear as a non-
fulfillment of either condition.  It is possible that the rays and wavefronts from P might all 
converge to a point P’’ in image space which is not P’ but which is near P’. This leads to a 
very useful distinction between point-imaging aberrations, in which the rays in image space 
are not concurrent, and aberrations of image shape, where each object point forms a true 
image point but there is not the correct similarity between object and image shapes. The 
latter aberrations are, of course, field curvature and distortion while the former are spherical 
aberration, coma, astigmatism and higher order compounds of complex form. 
 
The finite ray tracing process give information about aberrations as ray deviations, and this 
is a relatively simple matter if a fast computer is available, it is also fairly simple to 
supplement the ray tracing procedure to obtain the wave front shape errors directly. Thus 
we have already solved the problem of determining the aberrations of a given optical 
system. However, the inverse problem, that of obtaining a system to have given aberrations, 
i.e. zero aberrations to within certain tolerances, is the basic problem of optical design. 
 
In figure 2.1, let Σ be the wavefront of the pencil from P and let S be a reference sphere 
with center P’0 and radius P’0O. Let another ray r of the pencil from P meet S and Σ in Q0 
and Q respectively and let it meet the image plane at P’. The wavefront aberration is then 
defined as the optical path length from Q0 to Q, i.e. it is n Q0Q, where n is the refractive 
index of the space in question. It is a function of the position of Q0, thus we write it as W(x, 
y) and expresses the deformation of the wavefront from the ideal spherical shape. 
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Figure 2.1. Wavefront aberrations 

 
 

Sir William Hamilton developed a elegant theory of aberration types and he assume that W 
can be expanded as a power series and he write 
 

( ) mnlmjkyWyW nmj
mlk

mlk +=+== ∑ 2   ,2      with,cos,, ,, 0,,0 θρθρ ,      (2.1) 

 
or 
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02000

+++++
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yWWWyWyWyW

 
(2.2) 

 
where y0 is the height of image. 
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The names of the wavefront aberrations coefficients are given in table 1. Note that piston, 
tilt and focus are first-order properties of the wavefront. 
 
 

Table 1 
 

Wavefront aberration 
Coefficient 

Functional form Name 

W200 y0
2 Piston 

W111 y0ρcosθ Tilt 
W020 ρ2 Focus 
W040 ρ4 Spherical 
W131 y0ρ3cosθ Coma 
W222 y0

2ρ2cos2θ Astigmatism 
W220 y0

2ρ2 Field curvature 
W311 y0

3ρcosθ distortion 
 
 
 

2.2. Pupil function 
 
The complex amplitude of the electrical field in the exit pupil produced by a point object is 
proportional to exp{(2πj/λ)W(x, y)}, thus we can define a pupil function as 
 

( )
( )yxWj

eyxF
,2

, λ
π

=  ,                                             (2.3) 
 

over the area of the pupil and is zero elsewhere. 
 
Let the distance of the pupil from the image plane be R, i.e. this is the radius of the 
reference sphere. Then the complex amplitude in the point image at (ξ, η) is, apart from a 
constant factor, 
 

( ) ( )
( )

dxdyeyxFA
yx

R
j

∫ ∫
∞

∞−

+−
=

ηξ
λ
π

ηξ
2

,, .                                 (2.4) 

 
In this expression the integration is actually over the area of the pupil, but it is customary to 
define the pupil function F(x, y) formally as above in order to be able to put in infinite 
limits for the integration. This device is adopted so that the formalism of Fourier transform 
theory can be used. It can be seen that if we regard ξ/λR and η/λR as single variables eqn. 
(2.4) does express A(ξ, η) as the two-dimensional Fourier transform of  F(x, y) except that 
the variables ξ and η are to be re-scaled. This is true for any shape of pupil and any 
aberrations; varying transmission over the pupil can be incorporated in F(x, y) and a shift of 
focus an be produced by adding a focal shift term to the aberration function W(x, y). 
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2.3. Point Spread Function 

 
If an optical system has no aberrations the image of a bright point object against a dark 
background, the so-called point spread function (PSF), is a rather complex diffraction 
figure of which the form depends on the shape of the exit pupil of the system. It is 
customary to make certain approximations in calculating the PSF; these are that 
polarization effects are ignored, that convergence angles are small and that the exit pupil is 
large in diameter compared to the wavelength; these are usually known as the scalar 
diffraction theory approximations and it is an experimental fact that the scalar theory is 
very accurate under the conditions which usually hold in optics. 
 
The intensity point spread function, which is what is actually measured or seen, is the 
squared modulus of the amplitude spread function: 
 

( ) ( )2,, ηξηξ AI = .                                                 (2.5) 
 

I have omitted constant factors which would give appropriate dimensions to the physical 
quantities involved, since these will disappear in the normalizing process I will use. The 
appropriate factors can be found in Born an Wolf7. 
 
The PSF for a circular pupil and zero aberrations is the Airy pattern, shown in fig. 2.2, of 
which the light intensity distribution is 
 

( ) ( )

η
λ
π

η

R
nav

v
vJI

2

2 2
1

=







=

 ,                                                 (2.6) 

 
in this equation η is the radial distance from the center of the pattern, a is the radius of the 
pupil, R is the radius of the reference sphere, n is the refractive index, and λ is the vacuum 
wavelength of the light. There are no physical units in this equation: it has been normalized 
so that the intensity of the center of the pattern is unity, as is customary in work of this 
kind. 
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Figure 2.2. The Airy pattern or aberration-free PSF for a circular pupil, linear scale of 

intensity 
 
 

2.4. The Optical transfer Function 
 
The optical transfer function (OTF) concept originally developed by analogy with the 
electrical communications concept of a transfer function for a network or an amplifier, for 
example, an amplifier will amplify purely sinusoidal signals of different frequencies by 
different gain factors; the amplification as a function of frequency is the transfer function or 
response function. In optical system we introduce a notional sinusoidal test object, which 
can be thought of as a grating with a sinusoidal transmission profile across the rulings. If 
this is illuminated incoherently it can be shown that the image formed of it by an optical 
system with any aberrations will be of sinusoidal form but with reduced contrast, i.e. the 
dark parts of the image will not have zero intensity. The reduction in contrast will depend 
on the aberration of the optical system and on the spatial frequency of the grating; this 
reduction in contrast as a function of spatial frequency is given by the OTF. 
 
The two-dimensional OTF is calculated as the normalized inverse Fourier transform of the 
PSF 
 

( )
( ) ( )

( )∫ ∫

∫ ∫
∞

∞−

∞

∞−

+

=
ηξηξ

ηξηξ ηξπ

ddI

ddeI
tsH

tsj

,

,
,

2

 ,                                 (2.7) 
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here s and t are spatial frequency. 
 
An alternative expression for the OTF can be obtained in terms of the auto-correlation of 
the pupil function: 
 

( )
( ) (

( )

)

∫ ∫

∫ ∫
∞

∞−

∞

∞−

++
=

dxdyyxF

dxdyyxFyRtxRsF
tsH

2

*

,

,,
,

λλ
 .                         (2.8) 

 
 

Fig. 2.3 show the OTF for an aberration-free circular pupil of radius a as a function of one 
variable and is given by 
 

( ) 2

222
1

4
1

2
cos2

a
sR

a
Rs

a
RssH λ

π
λλ

π
−−






= − .                         (2.9) 

 
 

 
Fig. 2.3. The OTF for an aberration free circular pupil, the OTF is plotted against the 

normalized spatial frequency, (λR/2a)s 
 
 

2.5. The Ambiguity Function as a polar Display of the OTF 
 
The Ambiguity Function (AF) was defined by Woodward8 for applications in radar 
ranging. This definition was employed by Papoulis9 for the theory of Fresnel diffraction 
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and of coherent image formation. These results were extended by Guigay10 to describe 
Fresnel diffraction and isoplanatic imaging, under partially coherent illumination, and 
Brenner11 indicated that the AF can be employed as a polar display of the OTF with 
variable focus errors. 
 
Let us write the OTF as 
 

( )
( )∫

∫
∞

∞−

∞

∞−







 −






 +

=
dvvQ

dvuvQuvQ
uH

2

*

22
 ,                              (2.10) 

 
where u and v denote normalized spatial frequencies, and Q is the generalized pupil 
function given as 
 

( ) ( ) ( )( ) ( ) 2
020

2
020

0
ujkWuWuWjk euQeuPuQ == + ,                    (2.11) 

 
where the pupil itself is 
 

( )






>

<
=

,1 if   0

,1 if   1

u

u
uP                                           (2.12) 

 
and W(u) is the 1-D aberration function. The defocus term is conveniently specified 
explicitly by W020u2. 
 
Thus 
 

( ) ( ) ( )∫








−+= dveuvQuvQWuH
uv

W
j

λ
π 0202

2
*
00020 2/2/

2
1; ,           (2.13) 

 
this function has been calculated for the 2-D case by Hopkins12. 
 
Now, from the standard definition of the AF9 we have that 
 

( ) ( ) ( )∫
∞

∞−

−+= dveuvQuvQyuA vyj π2*
00 2/2/, ,                     (2.14) 

 
where y denotes the normalized coordinate y = Y/λ. 
 
Thus, from eqs. (2.13) and (2.14) we have that 
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( ) 





=

λ
020

020
2,; uWuAWuH  ,                              (2.15) 

 
in other words, the AF associated with the base function Q0 contains the OTF along the line 
 

λ
0202uWy = ,                                              (2.16) 

 
for a given amount W020 of defocusing. Consequently, the whole 2-D AF  contains the 
OTFs for arbitrary amounts of defocusing, arranged in a polar fashion, see fig. 2.4. 
 
 

 

ϕ 

 
Figure 2.4.  Ambiguity Function, AF, of a rectangular pupil. The pupil coordinated are r 

and  ϕ. 
 
 
 

In particular, for the in-focus case, W020 = 0, is clear that  
 

( ) ( 0,0; uAuH = )

)    

,                                           (2.17) 
 

if actual polar coordinates are employed for the AF; then eq.(2.15) becomes 
 

( ) ( ϕ,; 020 rAWuH = ,                                      (2.18) 
 

where 
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ϕλ tan
2020 =W ,                                             (2.19) 

 
and 

ϕ2tan1+
=

ru .                                             (2.20) 

 
 
This result is illustrated with the simple example of a diffraction limited 1-D pupil, i.e. 
 

( ) ( ) ( )urectuPuQ ==0 .                                        (2.21) 
 

The AF in this case is 
 

( ) ([ uy
u

yuA −







−= 2csin

2
1, π )],                                (2.22) 

 
 
which is shown in fig. 2.4. The zero value loci are the symmetric hyperbolas 
 

u
ny
−

=
2

,                                                     (2.23) 

 
where n = 1, 2, …The zeros of the OTF for different amounts of defocus can be found as 
the intersection of the above hyperbolas with the lines y = u tanϕ. That is 
 

ϕtan11 nu −±= .                                              (2.24) 
 

Thus, there are an odd number of zeros, 2n-1, when  
 

tanϕ = n   or   ymax = 2n   or   W020 = nλ/2,                             (2.25) 
 

there are an even number of zeros, 2n, when 
 

n + 1 > tan ϕ > n   or   2(n + 1) > ymax > 2n   or   (n + 1)λ/2 > W020 > nλ/2.         (2.26) 
 

These results are shown in fig. 2.5 for the case n = 16. The actual OTFs12 are presented in 
fig. 2.6. 
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Fig. 2.5. Zero value loci of a quarter-plane of fig. 2.4 

 
 

 
Fig. 2.6. Variation of the OTF with focus error  
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The treatment as presented so far for one-dimensional pupil functions can be extended 
easily to two-dimensional pupils. Writing down the equations corresponding to eqs. (2.11), 
(2.14), and (2.15) 
 

( ) ( ) ( )2
2

2
1020

21021 ,, uujkWeuuQuuQ += ,                            (2.27) 
 

( ) ( ) ( ) ( )∫ ∫ +−−++= 21
2

2211
*

221102121
2211

0
2/,2/2/,2/,,, dvdveuvuvQuvuvQyyuuA yvyvj π

(2.28) 
 

( ) ( λλ /2,/2,,;, 020202012102021 WuWuuuAWuuH = ) .                    (2.29) 
 

This result can be interpreted geometrically in the following way. The OTF H with 
coordinates (u1,u2) and parameter W020 occupies a two-dimensional plane in the four-
dimensional ambiguity function A, associated with the pupil function Q0(u1,u2). The plane 
containing the 2-D OTF is defined by 
 

λλ
0202

2
0201

1
2    and    2 WuyWuy == .                                (2.30) 

 
These planes always crosses the origin for all values of the defocus parameter W020. 

 
Hopkins’s tolerance criterion establishes that the ratio between the aberrated and defocused 
OTF and the diffraction-limited OTF should be ≥ 0.8 at any specific spatial frequency; that 
is, 
 

( ) ( )
( )

( )
( ) 8.0

0;
;

0;
;; 020

020 ≥==
uA

yuA
uH
WuHWuM .                       (2.31) 

 
This means that we can visualize, as a drop in the brightness of the AF along the line          
u = constant, the variations of  . Thus, by simply looking at the AF one is able 
to judge the tolerance of an optical system to varying focus errors. 

( 020;WuM )

 
2.6. The Method of Stationary Phase 

 
A very useful procedure for obtaining approximations to various integrals that frequently 
occur in wave theory is based on the so-called method of stationary phase. It provides an 
asymptotic approximation to integrals for large values of an appropriate parameter. 
 
Let us consider an integral of the form 
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( ) ( ) ( )∫=
b

a

xjkg dxexfkF ,                                         (2.32) 

 
where f(x) and g(x) are real, well-behaved functions of a real variable x and a and b are real 
constants. The parameter k is also assumed to be real. Without loss of generality, we may 
assume k to be positive. In physical applications F(k) often represents the combined effect 
of waves of amplitudes f(x) and phases g(x), all having the same wave number k. 
 
to obtain some idea about the behavior of the integral (2.32) as a function of k, we consider 
a simple example. We take 
 

( ) 1≡xf ,       ,                                         (2.33) ( ) 2xxg =
 

and consider the real part of the integral: 
 

( ) ( )∫=
b

a

dxkxkF 2
1 cosRe ,       (a<0, b>0).                           (2.34) 

 
Let us compare the behavior of the integrand 
 

( ) ( )2cos, kxkxG = ,                                              (2.35) 
 

in eq. (2.34) for different values of  k. with fixed k, G(x, k) will oscillate between the values 
+1 and –1, with the rate of the oscillations depending on the value of k. Since, with k fixed, 
the zeros of G(x, k) are given by 
 

k
nx π







 +±=

2
1

,      n = 0, 1, 2, 3, ….,                               (2.36) 

 
it is clear that if one takes k larger and larger, G(x, k) will oscillate more and more rapidly, 
see fig. 2.7. 
 
Suppose now that we drop the assumption that f(x) = 1, but still take g(x) = x2. instead of 
eq. (2.34) we then have the integral 
 

( ) ( ) ( )∫=
b

a

dxkxxfkF 2
2 cosRe .                                        (2.37) 

 
The factor f(x) will give rise to amplitude modulation of the cosine term; but it is clear that 
irrespective of the exact form of  f(x) , if only k is large enough, the integrand of the integral 
on the right-hand side of eq. (2.37) will again oscillate very rapidly and there will be a 
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tendency for the positive and negative contributions of the integrand to cancel out. 
Moreover this cancellation can be expected to take place irrespective of whether g(x) = x2 
or whether it has some other form. However, for sufficiently larger values of k, the 
cancellation will not be complete in the neighborhood of point where g(x) is stationary 
within the interval of integration, i.e. where 
 

( ) 0=
dx

xdg
,                                                        (2.38) 

and also at the end points 
 

x = a    and    x = b.                                                      (2.39) 
 
 

 
 

Figure 2.7. Illustrating the principle of stationary phase. Comparison of the 
behavior of the functions (a) G(x,1) = cos x2; (b) G(x,4) = cos 4x2; (c) G(x,9) = cos 
9x2; (d) G(x,16) = cos 16x2. 
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These special points are called critical points of the integrand in eq. (2.32). Those that 
satisfy eq. (2.38) are said to be critical points of the first kind, and the end points (2.39) are 
said to be critical points of the second kind. Of course, in special cases several critical 
points coincide or one or both of the end points may themselves be stationary points of 
g(x).  
 
Other complications may arise, for example when g(x) or f(x) have singular behavior. 
However, excluding these more complicated situations one can show that the asymptotic 
behavior as k → ∞ of an integral of the form (2.32) is determined entirely by the behavior 
of the integrand at the critical points, and, moreover, the leading term in the asymptotic 
expansion of F(k) often depends on the critical points of the first kind, i.e. on interior points 
in the range of integration where g(x) is stationary. This fact is the essence of the principle 
of stationary phase. 
 
Let us assume that in the integral (2.32) f(x) is continuous and g(x) is twice continuously 
differentiable in the interval a < x < b. Suppose, to begin with, that there is one and only 
one critical point of the first kind, i.e. that there is one point x1 and no other point in the 
interval at which 
 

( ) 0' =xg ,                                                            (2.40) 
 
where the prime denotes differentiation with respect to x. We also assume that the second 
derivative of g(x) is not zero at x = x1. then at points x in the immediate neighborhood of x1, 
 

( ) ( ) ( ) ( 1
2

11 ''
2
1 xgxxxgxg −+≈ ) .                                 (2.41) 

 
Since, according to the principle of stationary phase, the asymptotic approximation to the 
integral for large values of k comes from the immediate neighborhood of x1, we have from 
eqs. (2.32) and (2.41) 
 

( ) ( ) ( ) ( ) ( )∫ −≈
b

a

xgxxjkxjkg dxeexfkF 2/''
1

1
2

11 .                               (2.42) 

 
For the same reason we may extend the range of integration from (a, b) to (-∞, +∞) and we 
obtain the formula 
 

( ) ( ) ( ) ( ) ( )∫
∞

∞−

−≈ dxeexfkF xgxxjkxjkg 2/''
1

1
2

11 .                               (2.43) 

 
If we change the variable of integration from x to u = x – x1 and use the symmetry of the 
integrand, the formula (2.43) becomes 
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The integral on the right side is the well-known Fresnel integral, whose value is 
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then 
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≈          as k → ∞,             (2.46) 

 
we have written  rather than   to stress that the expression on the right-hand 
side of eq. (2.32) is a contribution from a critical point of the first kind 

( ) ( )kF 1 ( )kF

 
Next we will determine the contributions from critical points of the second kind. We will 
assume that the end points are not stationary points of g(x), i.e. that 
 

g’(a) ≠ 0,   g’(b) ≠ 0.                                                     (2.47) 
 
We re-write the integral (2.32) in the form 
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Integrating by parts on the right-hand side we obtain the formula 
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(2.49) 
 
Again integrating by parts, we find at once that the third term on the right-hand side of eq. 
(2.49) is of the order of 1/k2 and hence can be neglected in comparison with the two other 
terms. Thus we may conclude that the contribution from critical points of the second kind is 
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The preceding analysis indicates that when k is large enough 
 

( ) ( ) ( ) ( ) ( )kFkFkF 21 +≈ .                                         (2.51) 
 
 

2.7. Some things about image processing 
 

2.7.1. Digital images 
 
A digital image a[m, n] described in a 2D discrete space is derived from an analog image 
a(x, y) in a 2D continuous space through a sampling process that is frequently referred to as 
digitization. 
 
The 2D continuous image a(x, y) is divided into N rows and M columns. The intersection of 
a row and a column is termed a pixel. The value assigned to the integer coordinates [m, n] 
with {m=0,1,2,…,M–1} and {n=0,1,2,…,N–1} is a[m, n]. In fact, in most cases a(x, y)—
which we might consider to be the physical signal that impinges on the face of a 2D 
sensor—is actually a function of many variables including depth (z), color (l), and time (t).  
 

2.7.2. Convolution 
 

There are several possible notations to indicate the convolution of two (multidimensional) 
signals to produce an output signal. The most common are: 
 
 

babac *=⊗= .                                                          (2.52) 
 

 
In 2D continuous space: 
 

( ) ( ) ( ) ( ) ( )∫ ∫
∞

∞−

∞

∞−

−−=⊗= ζχζχζχ ddyxbayxbyxayxc ,,,,, .      (2.53) 

In 2D discrete space: 
 

[ ] [ ] [ ] [ ] [∑ ∑
∞

−∞=

∞

−∞=

−−=⊗=
j k

knjmbkjanmbnmanmc ,,,,, ].                (2.54) 

 
There are a number of important mathematical properties associated with convolution. 
 
• Convolution is commutative. 
 

abbac ⊗=⊗= .                                                     (2.55) 
 
• Convolution is associative. 
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( ) ( ) dbadbadbac ⊗⊗=⊗⊗=⊗⊗= .                                (2.56) 

 
• Convolution is distributive. 
 

( ) ( ) ( dabadbac ⊗+⊗=+⊗= ) ,                                      (2.57) 
 
where a, b, c, and d are all images, either continuous or discrete. 
 

2.7.3. Statistics 
 
In image processing it is quite common to use simple statistical descriptions of images and 
sub–images. The notion of a statistic is intimately connected to the concept of a probability 
distribution, generally the distribution of signal amplitudes. For a given region—which 
could conceivably be an entire image—we can define the probability distribution function 
of the brightnesses in that region and the probability density function of the brightnesses in 
that region. We will assume in the discussion that follows that we are dealing with a 
digitized image a[m, n]. 
 
The probability distribution function, P(a), is the probability that a brightness chosen from 
the region is less than or equal to a given brightness value a. As a increases from –∞ to +∞, 
P(a) increases from 0 to 1. P(a) is monotonic, nondecreasing in a and thus dP/da ≥ 0. 
 
The probability that a brightness in a region falls between a and a+∆a, given the probability 
distribution function P(a), can be expressed as p(a)∆a where p(a) is the probability density 
function: 
 

( ) ( ) a
da

adPaap ∆





=∆ .                                                  (2.58) 

 
For an image with quantized (integer) brightness amplitudes, the interpretation of ∆a is the 
width of a brightness interval. We assume constant width intervals. The brightness 
probability density function is frequently estimated by counting the number of times that 
each brightness occurs in the region to generate a histogram, h[a]. The histogram can then 
be normalized so that the total area under the histogram is 1. Said another way, the p[a] for 
a region is the normalized count of the number of pixels, Λ, in a region that have quantized 
brightness a: 
 

[ ] [ ] [ ]∑=Λ
Λ

=
a

ahahap            with1
.                                     (2.59) 

 
Both the distribution function and the histogram as measured from a region are a statistical 
description of that region. It must be emphasized that both P[a] and p[a] should be viewed 
as estimates of true distributions when they are computed from a specific region. That is, 
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we view an image and a specific region as one realization of the various random processes 
involved in the formation of that image and that region. In the same context, the statistics 
defined below must be viewed as estimates of the underlying parameters. 
 
The average brightness of a region is defined as the sample mean of the pixel brightnesses 
within that region. The average, ma, of the brightnesses over the Λ pixels within a region 
(ℜ) is given by: 
 

[
( )
∑

∈Λ
=

Rnm
a nmam

,
,1 ] .                                                (2.60) 

 
Alternatively, we can use a formulation based upon the (unnormalized) brightness 
histogram, h(a) = Λ•p(a), with discrete brightness values a. This gives: 
 

[ ]∑ •
Λ

=
a

a aham 1
.                                               (2.61) 

 
The average brightness, ma, is an estimate of the mean brightness, µa, of the underlying 
brightness probability distribution. 
 
The unbiased estimate of the standard deviation, sa, of the brightnesses within a region (ℜ) 
with Λ pixels is called the sample standard deviation and is given by: 
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Using the histogram formulation gives: 
 

[ ]

1
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a
a

maha
s .                                     (2.63) 

 
2.7.4. Signal-to-Noise ratio 
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The signal–to–noise ratio, SNR, can have several definitions. The noise is characterized by 
its standard deviation, sn. The characterization of the signal can differ. If the signal is 
known to lie between two boundaries, amin ≤ a ≤ amax, then the SNR is defined as: 
 

dB
s

aaSNR
n

  log20 minmax
10 







 −
= .                             (2.64) 

 
If the signal is not bounded but has a statistical distribution then two other definitions are 
known: 
 

S & N inter-dependent       dB
s
mSNR

n

a    log20 10 







= .                                    (2.65) 

 

S & N independent       dB
s
sSNR

n

a    log20 10 







= .                                     (2.66) 

 
2.7.5. Convolution-Based Operations 

 
Convolution, the mathematical, local operation defined in Section 2.7.2 is central to 
modern image processing. The basic idea is that a window of some finite size and shape—
the support—is scanned across the image. The output pixel value is the weighted sum of 
the input pixels within the window where the weights are the values of the filter assigned to 
every pixel of the window itself. The window with its weights is called the convolution 
kernel. This leads directly to the following variation on eq. (2.54). If the filter h[j, k] is zero 
outside the (rectangular) window {j=0,1,…,J–1; k=0,1,…,K–1}, then, using eq. (2.55), the 
convolution can be written as the following finite sum: 
 

[ ] [ ] [ ] [ ] [∑ ∑
−

=

−

=

−−=⊗=
1

0

1

0
,,,,,

J

j

K

k
knjmakjhnmhnmanmc ].         (2.67) 

 
This equation can be viewed as more than just a pragmatic mechanism for smoothing or 
sharpening an image.  
 
In a variety of image-forming systems an appropriate model for the transformation of the 
physical signal a(x, y) into an electronic signal c(x, y) is the convolution of the input signal 
with the impulse response of the sensor system. This system might consist of both an 
optical as well as an electrical sub-system. If each of these systems can be treated as a 
linear, shift-invariant (LSI) system then the convolution model is appropriate. The 
definitions of these two, possible, system properties are given below: 
 
Linearity -  If   a1 → c1   and   a2 → c2   Then   w1 • a1 + w2 • a2 → w1 • c1 + w2 • c2   (2.68) 
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Shift Invariance -  If  a(x, y) → c(x, y)  Then  a(x – x0, y – y0) → c(x – x0, y – y0)       (2.69) 
 
where w1 and w2 are arbitrary complex constants and xo and yo are coordinates 
corresponding to arbitrary spatial translations. 
 
Two remarks are appropriate at this point. First, linearity implies (by choosing w1 = w2 = 0) 
that “zero in” gives “zero out”. The offset means that such camera signals are not the output 
of a linear system and thus (strictly speaking) the convolution result is not applicable. 
Fortunately, it is straightforward to correct for this non-linear effect.  
 
Second, optical lenses with a magnification, M, other than 1X are not shift invariant; a 
translation of 1 unit in the input image a(x, y) produces a translation of M units in the 
output image c(x, y). Due to the Fourier property this case can still be handled by linear 
system theory. 
 
If an impulse point of light d(x, y) is imaged through an LSI system then the impulse 
response of that system is called the point spread function (PSF). The output image then 
becomes the convolution of the input image with the PSF. The Fourier transform of the 
PSF is called the optical transfer function (OTF). For optical systems that are circularly-
symmetric, aberration-free, and diffraction-limited the PSF is given by the Airy disk.  
 
If the convolution window is not the diffraction-limited PSF of the lens but rather the effect 
of defocusing a lens then an appropriate model for h(x, y) is a pill box of radius a. The 
effect on a test pattern is illustrated in Figure 2.8. 
 
The effect of the defocusing is more than just simple blurring or smoothing. The almost 
periodic negative lobes in the transfer function produce a 180° phase shift in which black 
turns to white and vice-versa. The phase shift is clearly visible in Figure 2.8b. 
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Figure 2.8: Convolution of test pattern with a pill box of radius a=4.5 pixels. 

 
 

In describing filters based on convolution we will use the following convention. Given a 
filter h[j, k] of dimensions J x K, we will consider the coordinate [j=0,k=0] to be in the 
center of the filter matrix, h. This is illustrated in Figure 2.9. The “center” is well-defined 
when J and K are odd; for the case where they are even, we will use the approximations 
(J/2, K/2) for the “center” of the matrix. 
 

 
 

Figure 2.9. Coordinate system for describing h[j, k] 
 
When we examine the convolution sum eq. (2.67) closely, several issues become evident. 
 
• Evaluation of formula (2.67) for m = n = 0 while rewriting the limits of the 
convolution sum based on the “centering” of h[j, k] shows that values of a[j, k] can 
be required that are outside the image boundaries: 
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The question arises – what values should we assign to the image a[m, n] for m < 0, m ≥ M, 
n < 0, and n ≥ N? There is no “answer” to this question. There are only alternatives among 
which we are free to choose assuming we understand the possible consequences of our 
choice. The standard alternatives are a) extend the images with a constant (possibly zero) 
brightness value, b) extend the image periodically, c) extend the image by mirroring it at its 
boundaries, or d) extend the values at the boundaries indefinitely. These alternatives are 
illustrated in figure 2.10. 
 

 
 

Figure 2.10. Examples of various alternatives to extend an image outside its formal 
boundaries. 

 
 
• When the convolution sum is written in the standard form eq. (2.54) for an image 
a[m, n] of size M x N: 
 

[ ] [ ] [∑ ∑
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=

−−=
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j
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k
knjmhkjanmc ].                             (2.71) 

 
we see that the convolution kernel h[j, k] is mirrored around j = k = 0 to produce h[–j, –k] 
before it is translated by [m, n] as indicated in eq. (2.71). While some convolution kernels 
in common use are symmetric in this respect, h[j, k]= h[–j, –k], many are not. Care must 
therefore be taken in the implementation of filters with respect to the mirroring 
requirements. 
 
• The computational complexity for a K x K convolution kernel implemented in the spatial 
domain on an image of N x N is O(K2) where the complexity is measured per pixel on the 
basis of the number of multiplies-and-adds. 
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• The value computed by a convolution that begins with integer brightnesses for  a[m, n] 
may produce a rational number or a floating point number in the result c[m, n]. Working 
exclusively with integer brightness values will, therefore, cause round off errors. 
 
• Inspection of eq. (2.67) reveals another possibility for efficient implementation of 
convolution. If the convolution kernel h[j, k] is separable, that is, if the kernel can be 
written as: 
 

[ ] [ ] [ jhkhkjh colrow •=, ]
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.                                      (2.72) 
 

then the filtering can be performed as follows: 
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This means that instead of applying one, two-dimensional filter it is possible to apply two, 
one-dimensional filters, the first one in the k direction and the second one in the j direction. 
For an N x N image this, in general, reduces the computational complexity per pixel from 
O(J• K) to O(J+K). 
 
An alternative way of writing separability is to note that the convolution kernel (figure 2.9) 
is a matrix h and, if separable, h can be written as: 
 

[ ] [ ] [ ]t
rowcol hhh •= ,                                                      (2.74) 

 
where “t” denotes the matrix transpose operation. In other words, h can be expressed as the 
outer product of a column vector [hcol] and a row vector [hrow]. 
 
• For certain filters it is possible to find an incremental implementation for a convolution. 
As the convolution window moves over the image, see eq. (2.71), the leftmost column of 
image data under the window is shifted out as a new column of image data is shifted in 
from the right. Efficient algorithms can take advantage of this and, when combined with 
separable filters as described above, this can lead to algorithms where the computational 
complexity per pixel is O(constant). 
 
There is an alternative method to implement the filtering of images through convolution, 
based in Fourier transforms, F, by the following sequence of operations: 
 

i) Compute A(Ω,Ψ) = F{a[m, n]} 
 
ii) Multiply A(Ω,Ψ) by the precomputed H(Ω,Ψ) = F{h[m, n]}                     (2.75) 

 
iii) Compute the result c[m, n] = F–1{A(Ω,Ψ)•H(Ω,Ψ)} 
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• While it might seem that the “recipe” given above in eq. (2.75) circumvents the problems 
associated with direct convolution in the spatial domain—specifically, determining values 
for the image outside the boundaries of the image—the Fourier domain approach, in fact, 
simply “assumes” that the image is repeated periodically outside its boundaries as 
illustrated in figure 2.10b. This phenomenon is referred to as circular convolution. 
 
If circular convolution is not acceptable then the other possibilities illustrated in figure 2.10 
can be realized by embedding the image a[m, n] and the filter H(Ω, Ψ) in larger matrices 
with the desired image extension mechanism for a[m, n] being explicitly implemented. 
 
• The computational complexity per pixel of the Fourier approach for an image of N x N 
and for a convolution kernel of K x K is O(logN) complex independent of K. Here we 
assume that N > K and that N is a highly composite number such as a power of two. This 
latter assumption permits use of the computationally-efficient Fast Fourier Transform 
(FFT) algorithm. Surprisingly then, the indirect route described by eq. (2.75) can be faster 
than the direct route given in eq. (2.67). This requires, in general, that K2 >> logN. The 
range of K and N for which this holds depends on the specifics of the implementation. For 
the machine on which this manuscript is being written and the specific image processing 
package that is being used, for an image of N = 256 the Fourier approach is faster than the 
convolution approach when K ≥ 15. (It should be noted that in this comparison the direct 
convolution involves only integer arithmetic while the Fourier domain approach requires 
complex floating point arithmetic.) 
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3. Extended Depth of Field through Wavefront Coding 

 
3.1. Introduction 

 
The depth of field of an imaging system is the distance in the object space in which objects 
are considered to be in focus. As such, extending the depth of field of an imaging system 
will extend the distance over which objects are in focus. Extending the depth of field of 
incoherent optical systems has been an active research topic for many years. The majority 
of the literature on this topic has concerned methods of employing an optical power 
absorbing apodizer, with possible ±π phase variations, on a standard incoherent optical 
system as a means to increase the depth of field1, 2, 3, 4, 5 . These methods have all suffered 
from two significant deficiencies; a decrease of optical power at the image plane, and a 
decrease of image resolution. For example, stopping down a lens one F-stop reduces the 
amount of light passing through the lens by a factor of two. A typical high speed imaging 
application may require the aperture to be stopped down to the F/30 range, necessitating 
added illumination on the order of kilowatts to obtain useful data. A unique method of 
achieving extended depth of field without an apodizer13 was described in 1972. The major 
shortcoming of this method is that focus must be varied during exposure.  
 
Thomas Cathey and Edward Dowski6, 14, 15 describe a novel method for extending the depth 
of field of incoherent optical systems that does not suffer from the significant deficiencies 
of earlier methods. Their method employs a phase mask to modify the incoherent optical 
system in such a way that the PSF is insensitive to defocus, while forming an OTF that has 
no regions of zero values within its pass band. The PSF of the modified optical system is 
not directly comparable to that produced from a diffraction limited PSF. However, because 
the OTF has no regions of zeros, digital processing can be used to “restore” the sampled 
intermediate image. Further, because the OTF is insensitive to defocus, the same digital 
processing restores the image for all values of defocus. This combined optical/digital 
system produces a PSF that is comparable to that of the diffraction limited PSF, but over a 
far larger region of focus. They term the general process of modifying the incoherent 
optical system and received incoherent wavefront, by means of a phase mask, wavefront 
coding.  
 
By modifying only the phase of the received wavefront, general wavefront coding 
techniques maximize optical power at the image plane. Optics Wavefront Coding 
technology enables digital imaging systems to extend the depth of field by ten or more 
times without stopping down the aperture or increasing illumination. To achieve extended 
depth of field, Wavefront Coding technology uses generalized aspheric optics to encode 
images to be invariant to defocus, and digital signal processing to decode the images. Using 
this technology, an F/2 system can produce a depth of field equivalent to an F/20 system 
while retaining the light gathering ability and spatial resolution of the F/2 system. 
 
When designing extended depth of field systems, Cathey and Dowski make two main 
assumptions: 
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a) The first is that the incoherent optical system is being modified by a rectangularly 
separable phase mask. This leads to a rectangularly separable PSF and OTF.  

 
b) Secondly, they assume that any resulting image will be an “intermediate image”. 

This intermediate image will require digital processing. This second assumption 
follows from their belief that best performance is obtained by optimum 
preprocessing through optics, followed by optimum digital postprocessing16. These 
pre- and post-processing stages are optimum in the sense that each is “matched” to 
the other in order to solve an interesting problem.  

 
A Wavefront Coded system differs from a classical digital imaging system in two 
fundamental ways.  
 

a) First, the light traveling through a Wavefront Coded lens system does not focus on a 
specific focal plane. Because of a special surface that is placed in the lens system at 
the aperture stop, no points of the object are imaged as points on the focal plane. 
Rather, these points are uniformly blurred over an extended range about the focal 
plane. This situation is referred to as “encoding” the light passing through the lens 
system. Another way to describe this effect is to say that the special Wavefront 
Coded surface in the lens system changes the ray paths such that each ray (except 
the axial ray) is deviated differently from the path that it would take in a classical, 
unaltered lens system and therefore they do not converge at the focal plane, see 
figure 1.1. 

 
b) The second difference found in a Wavefront Coded system is that the image 

detected at the detector is not sharp and clear, as discussed above, and thus must be 
“decoded” by a subsequent digital filtering operation. The image from the digital 
detector is filtered to produce an image that is sharp and clear, but has non-classical 
properties such as a depth of field (or depth of focus) that is much greater then that 
produced by an unaltered classical lens system of the same f number. 

 
The illustration below graphically depicts a Wavefront Coded imaging system. 
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Cathey and Dowski solution to extended depth of field systems relies on the theory of the 
ambiguity function, and the method of stationary phase. The ambiguity function can be 
used as a polar display of the OTFs of a rectangularly separable incoherent optical system 
as a function of defocus, see section 2.5. Extended depth of field systems can be noticed 
almost by inspection of their corresponding ambiguity functions. The method of stationary 
phase, see section 2.6, allows the design of phase masks whose corresponding ambiguity 
functions have desired extended depth of field qualities.  
 

3.2. System Design 
 
The basic physical function of the cubic phase plate (CPP) in the optical digital system is to 
encode the incoherent wavefronts that are propagated through an optical system and then 
recorded by a CCD camera. A system diagram, Figure 3.1, shows the path that information 
about the object takes in such an optical/digital system. Wavefronts are transmitted from an 
object and encoded by the cubic phase plate. The optical system then acts as an information 
channel which low pass filters, aberrates, and sometimes defocuses the wavefront. A CCD 
camera acts as a receiver which samples the received wavefront, or "intermediate image". 
The signal processing portion of the system then decodes the digital information so that the 
final images can be displayed. 
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Figure 3.1. Information system view of Cubic Phase System 

 
The general block diagram of wavefront coding imaging system is shown in figure 3.2. In 
this figure can be thought to “code” the image wavefront to make the sampled image 
insensitive to a defocus. The sample or coded imagery is blurred and requires digital 
processing to restore image clarity and sharpness. The digital processing component 
performs the removal of the image blur from the sampled image through linear and non-
linear processing. Any type of digital processing to remove an image blur will amplify 
some spatial frequency information of the image as well as any additive noise. This noise 
amplification can affect the final image quality if the final noise value becomes too large. 
Non-linear processing can be used to remove the effect of some of this amplified additive 
noise. Algorithms such as block-Wiener filtering, median filtering, and similar can be 
applied to greatly reduce the effects of additive noise while maintaining the non-random 
spatial frequency details. 
 

 
Figure 3.2. Block diagram of general wavefront coded imaging system. 

 
 

3.3. Design of extended depth of field systems 
 
Through the use of the ambiguity function and the method of stationary phase, phase masks 
for an extended depth of field incoherent optical system are readily found. The ambiguity 
function is an analytical tool that allows us to observe and to design OTFs for all values of 
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defocus at the same time, see section 2.5. The method of stationary phase provides the 
analytical flexibility needed to consider only phase masks in this design process.  
 
Consider a one-dimensional unit power phase mask or phase function, in normalized 
coordinates, such as  
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  ,                                            (3.1) 

 
where  θ(x) is some unspecified non-linear function. Knowledge of this phase function 
determines the PSF and OTF of the incoherent optical system for all values of defocus17, 18 . 
We have assumed that a two-dimensional rectangularly separable phase mask will be used 
in practice. The one-dimensional OTF, as a function of defocus, is given by  
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with spatial frequency u and defocus parameter ψ. The symbol * denotes complex 
conjugate. The defocus parameter ψ is dependent on the physical lens size as well as the 
focus state. 
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where L is the one-dimensional length of the lens aperture, and λ is the wavelength of the 
light. The distance do is measured between the object and the first principal plane of the 
lens, while di is the distance between the second principal plane and the image plane. The 
quantity f is the focal length of the lens. The wave number is given by k while the 
traditional defocus aberration constant is given by W020. The traditional or Hopkins criteria 
for defocus19 is equivalent to ψ ≈ 1.  
 
As we see in section 2.5, the ambiguity function related to this general mask can be used as 
a polar display of the OTF for all values of defocus. The ambiguity function of the mask 
P(x) is given by eq. (2.14)  
 

( ) ( ) ( )∫ −+= dxeuxPuxPvuA vxj π2* 2/2/, .                             (3.4) 

 
From (3.2) and (3.4) the ambiguity function can be shown to be related to the OTF of the 
system generated by P(x) as  
 

( ) ( πψψ /,, uuAuH = ).                                                (3.5) 
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Or, the projection of the point (u, uψ/π) of the ambiguity function onto the horizontal u-axis 
yields the OTF for spatial frequency u and defocus ψ. In this way the two-dimensional 
ambiguity function can be used to determine the one-dimensional OTF for all values of 
defocus.  
 
As an example of the utility of the ambiguity function approach to visualizing defocus 
OTFs, consider the standard rectangularly separable incoherent optical system. Such a 
system is formed with a rectangular pupil or mask function. Calculation of the magnitude 
of the ambiguity function of this one-dimensional rectangular function leads to the image 
shown in figure 3.3. In this image, regions of large power are given by dark shades. Notice 
that the majority of power in the ambiguity function of the rectangular aperture is 
concentrated along the v = 0 axis, which corresponds to the in focus OTF. The radial line in 
this figure has a slope of π/2.  

 
 

Figure 3.3. Ambiguity function of rectangular aperture. The radial line has a slope of π/2 
corresponding to an OTF with defocus of ψ = π2/2 

 

 
 

Figure 3.4. Defocus OTF of the standard optical system with defocus parameter of ψ = π2/2 
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Figure 3.4 shows a defocused OTF related to the rectangular aperture, or standard optical 
system. The defocus parameter for this OTF is ψ = π2/2. From (3.5), the ambiguity function 
of figure 3.3 along the radial line with a slope of π/2 describes this OTF. By inspection of 
these two figures we can confirm this relationship between the OTF and ambiguity 
function.  
 
Extended depth of field systems, or systems that are insensitive to changes of focus, have 
ambiguity functions that are not a function of the second parameter, here given as v. From 
(3.5), ambiguity functions that are independent of the second parameter v lead to OTFs that 
are invariant to defocus ψ. In practice, extended depth of field systems are those with 
ambiguity functions approximately independent of v over a relatively wide angular region 
about the u-axis. From the ambiguity function of figure 3.3, we can immediately notice that 
a rectangular pupil function does not describe an extended depth of field system.  
 
By careful selection of the non-linear function θ(x) of the general mask given in (3.1), a 
phase function that produces an ambiguity function with the desired extended depth of field 
characteristics can be found. We term this mask the cubic-pm, or cubic phase modulation 
mask. The next section describes this mask.  
 

3.4. Stationary phase derivation of the cubic-pm OTF 
 
Through the method of stationary phase applied to the ambiguity function we can find an 
ambiguity function, and associated phase function, that is independent of the second 
parameter, here called v. Such ambiguity functions define incoherent optical systems 
insensitive to defocus.  
 
The ambiguity function of the general phase mask or function, given in (3.1), is  
 

( ) ( ) ( )

( )

( )
2        ,,

2/1

2/1

22/2/ ≤= ∫
−

−−

−−+ udxeeevuA
u

u

vxjuxjuxj πθθ .                     (3.6) 

 
Let us assume that the non-linear function θ(x) is some single-term polynomial 
 

( ) { } 0     ,1,0     , ≠≠= ααθ γ γxx .                                    (3.7) 
 
This form of θ(x) will result in a mathematically tractable solution. We can then re-write 
(3.6) as 
 

( ) ( ) ( )

( )

( )
2        ,

2
1,

2/1

2/1

22/2/ ≤= ∫
−

−−

−−+ udxeeevuA
u

u

vxjuxjuxj πγαγα ,             (3.8) 
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or 
 

( ) ( )

( )

( )
2        ,

2
1,

2/1

2/1

2 ≤= ∫
−

−−

udxeevuA
u

u

vxjxj πϑ ,                            (3.9) 

 
where 
 

( ) ( ) ( )[ ]γγαϑ 2/2/ uxuxx −−+=  .                               (3.10) 
 
If the phase term  varies “fast enough”, the above integral can be approximated 
through the stationary point of ( +2πvx). The stationary phase approximation for 

 is given by  

( )xϑ
( )xϑ

( vuA , )
 

( ) ( )
( ) ( )vjivj

i
e

v
xe

x
vuA φφ

ϑ
π

∂
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2
1

''
2

2
1,  ,                         (3.11) 

 
where xi is the stationary point and  
 

( ) ( )ii xvxv ϑπφ += 2  .                                             (3.12) 
 
From (3.11) the magnitude of the ambiguity function will be independent of its second 
parameter v when the second derivative of  with respect to x( ixϑ ) i is independent of v, or 
equivalently when the stationary point xi is linear in v. In order to find the stationary point 
xi, we can begin by taking the derivative of (3.12) and setting the result equal to zero. We 
obtain 
 

 ( )(2 i i
i

vx x
x

π ϑ∂
+

∂
) 0=

1 0γ − =

,                                              (3.13) 

 
 .                              (3.14) ( ) ( )12 / 2 / 2i iv x u x uγπ γα γα−+ + − −

 
We can show that the solution for xi above, as a function of γ, will be linear in v as required 
if and only if γ = 3. The needed mask will then have a cubic phase profile. We term this 
“cubic phase modulation”, or a cubic-pm mask. This cubic-pm function has a stationary 
point of  
 

 ,     0
3i

vx
u

π
α

−
= u ≠ .                                              (3.15) 
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The stationary phase approximation to the magnitude of the ambiguity function of the 
cubic-pm system is then 
 

 ( ) 1, ,      0
2 12

ixA u v u
v u

π
α

∂
≈ =

∂
≠  .                                  (3.16) 

 
Using (3.10), (3.12), (3.15), we can find that the phase term of this ambiguity function, φ(v) 
from (A6), is given by 
 

 ( )
3 2 2

,      0
4 3
u vv

u
α πφ

α
≈ − ≠u  .                                         (3.17) 

 
Combining both the magnitude and phase approximations we have 
 

 ( )
2 23

34, ,     0
12

vu jj
uA u v e e u

u

πα
απ

α
−

≈ ≠ .                                  (3.18) 

 
From (3.5), the resulting approximation to the OTF of the cubic-pm system is then given by 
 

 ( )
23

34, ,     0
12

uu jj
H u e e u

u

ψα
απψ

α
−

≈ ≠  .                                 (3.19) 

 
The magnitude of the approximate OTF above is independent of the defocus parameter ψ. 
The phase approximation contains two terms, however. One term is independent of 

defocus, the other not. Specifically, the second of the phase terms, 
2

3
uj

e
ψ

α
−

, is a function of 
defocus ψ. Notice that this term is a linear phase term in u. Such a term has the effect of 
merely shifting the location of the resulting point spread function (PSF) with large defocus. 
Fortunately, this term can be controlled through the constant α. Large values of α, from 
(3.7), minimize the sensitivity of the cubic-pm system to movement of the PSF with 
defocus. In practice, this defocus dependent term can be effectively controlled so as to be 
negligible. The final approximation for the OTF is then 
 

 ( )
3

4, ,      for large ,     0
12

uj
H u e u

u

απψ α
α

≈ ≠ .                    (3.20) 

 
It is easy to show from (A1) that . The stationary phase approximations are 
valid for large space-bandwidth product (SBP) functions

( )0, 1H ψ =
20, 21. The definition of a “large” 

SBP is usually accepted to be greater than 100. With the general mask of (3.1), the spatial 
extent is 2. The bandwidth of this general mask is given by its maximum instantaneous 
frequency. Since instantaneous frequency is the derivative of phase, the bandwidth of the 
general mask is  
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 ( ) 3max max 3
x x

BW x x
x x

θ α∂ ∂
= =

∂ ∂
α= .                            (3.21) 

 
The SBP of the cubic-pm mask must then satisfy 
 

 ,                                      (3.22) ( )2 3 6 100SBP α α= = >>
 
or approximately 
 

 .                                                      (3.23) 20α >>
 

3.5. The cubic-pm phase mask 
 
Modification of a standard incoherent optical system by a cubic-pm phase mask produces 
intermediate images that are insensitive to defocus. Conceptually simple filtering 
techniques applied to these intermediate images form a complete system that images with 
high resolution and large depth of field. The cubic-pm mask, in normalized coordinates, is 
given by  
 

 ( )
31     for  1,    20

2
0                              otherwise

j xe x
P x

α α ≤ >>= 


  ,                                   (3.24) 

 
where the constant α controls the phase deviation. The OTF of the incoherent system 
related to this function can be approximated as 
 

 ( )

3

4 ,      20,   0
, 12

1                                           0

uj
e u

H u u

u

απ α
ψ α


>> ≠≈ 

 =

 .                                  (3.25) 

 
The approximation of the OTF is independent of defocus. This can be inferred from the 
ambiguity function related to the cubic-pm mask, with α = 90, shown in figure 3.5. The 
cubic-pm ambiguity function has uniform non-zero values distributed about the u-axis. 
Radial lines through the origin of this ambiguity function have nearly the same values as a 
function of angle, for a broad range of angles. Hence, the cubic-pm mask should form an 
extended depth of field incoherent optical system. Figure 3.6 shows a comparison between 
the stationary phase approximation and the actual calculated OTF using (3.2). The smooth 
curve in this figure is the approximation of the magnitude of the OTF; the other is the 
calculated magnitude of the OTF. For this figure, the constant α of (3.24) was also selected 
as 90, while the defocus parameter ψ was set to 15. The approximation holds for other 
values of defocus as well as for the phase of the OTF. See figure 3.7. This figure is a plot of 
the magnitude of three defocused OTFs related to the cubic-pm mask, with α = 90. The 
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defocus values of the three OTFs are ψ = 0, 15, and 30. These OTFs are nearly constant 
with defocus and have no zeros. This is what makes it possible to use one focus 
independent digital filter to restore the intermediate image. Note the dramatic variation of 
the OTFs of the standard optical system, with the same defocus values, shown in figure 3.8. 
Also notice that the vertical scale in figure 3.8 is different from that of figure 3.7.  
 

 
 

Figure 3.5. Magnitude of the ambiguity function of the cubic-pm function with α = 90. 
Notice that radial lines through this function are insensitive to angle, for a broad range of 
angles. 
 

 
 

Figure 3.6.  Magnitude of the OTF of the cubic-pm system with  α = 90  and defocus of      
ψ = 15. The smooth curve is the stationary phase approximation of the OTF. The other 
curve is the calculate OTF. 
 

3.6. Cubic phase plate 
 
Although the defocus transfer function was originally used in optics as a tool for analyzing 
optical systems, it has also been used as a design tool. To extend the depth of focus, it 
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would be desirable to have an Defocus Transfer Function, DTF, that has projected traces, 
MTFs, that are invariant to defocus. A family of cubic phase pupil functions was found 
(3.24) that would produce such a defocus transfer function. In order to implement this pupil 
function, a specific phase plate was developed by Cathey and Dowski that, when correctly 
placed into an imaging system, causes the imaging system to have the desired invariant 
DTF, and therefore to have an extended depth of focus. 
 
The family of cubic phase plates has a general two-dimensional phase delay as a function 
of spatial coordinates according to: 
 

( ) ( )33, yxyxP += α .                                                       (3.26) 
 

This gives a radian phase for a rectangularly separable phase plate with a unit amplitude 
square aperture. The spatial coordinates x and y are representative of the normalized 
distance from the center (origin) of the plate. The total phase deviation is controlled by the 
constant α and is designed for a particular wavelength using: 
 

λ
πξα 2

= ,                                                                  (3.27) 

 
where ξ is the total optical path difference introduced by the plate. A three-dimensional 
diagram of a general phase mask, with α = 1, x, y normalized, is shown below in Figure 3. 
 
The cubic phase plate is a transparent optical element with a cubic phase profile. It can be 
fabricated by grinding the surface on glass or plastic directly or, for high volume, an ultra 
precision mold insert can be machined. The cubic phase plates can then be mass produced 
with an injection molding process. However, the physical phase plate used by Cathey and 
Dowski in their experiments is a modulo 2π cubic function implemented in photo resist. It 
has a modulo 2π thickness corresponding to a two-dimensional function of spatial position 
as given in Eq. 3.26. The phase deviation for this phase plate was α = 20π for a design 
wavelength of 632.8 nm. The dimensions of the plate are 12 mm by 12 mm with a substrate 
thickness of 2 mm. 
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Figure 3.7. Three-dimensional diagram of general phase mask. 
 
 
 

3.7. Evaluation of the optical/digital cubic-pm system 
 
In order to illustrate the performance of the optical/digital cubic-pm system for extended 
depth of field imaging, Cathey and Dowski present two methods of comparison. These are 
the simulated measurement of the full width at half maximum amplitude (FWHM) of the 
PSF as a function of defocus, and simulated imaging of a spoke target at different defocus 
values. Comparison is made to the standard optical system in both cases.  
 
Figure 3.8 illustrates the FWHM criterion applied to the standard optical system and cubic-
pm optical/digital system. The width of the standard system, with no defocus, has been 
normalized to unity. The width of the PSF from the cubic-pm system, after focus 
independent digital filtering, is essentially constant out to the normalized defocus value of 
ψ = 30. From (3.3) we can show that the normalized defocus of ψ = 30 is nearly 29 times 
that of the Hopkins criterion for defocus where W020 = λ/6. As expected, the width of the 
PSF of the standard system greatly increases with defocus. The width of the unfiltered or 
intermediate PSF of the cubic-pm system would be much wider than that of the in focus 
PSF from the standard system. 
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Figure 3.7. Magnitude of OTFs from the cubic-pm system with α = 90  and defocus ψ = 0, 
15, and 30 

 
 
 

 
 

Figure 3.8. Magnitudes of OTFs from the standard optical system. The solid line denotes 
the OTF  a defocus ψ = 0, the dashed lines is for ψ = 15, and the dashed-dotted line is for  
ψ = 30. Notice that the vertical scale is different than that of figure 13. 
 
 
 
 
Figure 3.9 illustrates simulated imaging of a spoke target with the cubic-pm optical/digital 
system, along with a comparison of images from the standard optical system. The cubic-pm 
optical/digital system includes both the formation of the incoherent intermediate image as 
well as focus independent digital filtering of this image. Without digital filtering the 
intermediate images would be unrecognizable. The digital filter used for this example was a 
simple inverse filter that, when combined with the intermediate OTF of (3.25), resulted in a 
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triangular system OTF, in a least squares sense. The left column of this figure simulates 
imaging a spoke target with a standard optical system under varying defocus. The right 
column shows a simulation of the same imaging conditions using the cubic-pm 
optical/digital system. the cubic-pm system. The term “mild defocus” corresponds to ψ = 5, 
or about 5 times the Hopkins criterion for defocus. The term “extreme defocus” 
corresponds to ψ = 30 or about 29 times the Hopkins limit. The image of the spoke target 
from the standard system is severely degraded for even mild defocus. The images from the 
cubic-pm system are essentially constant with defocus while the image quality is nearly the 
same as that from the standard system with no defocus. Only a single digital filter is used 
for all values of defocus with the cubic-pm system. No single filter can be applied to the 
defocused images from the standard system to correct for the effects of defocus.  
 
 
 

 
 

Figure 3.8. Normalized full width at half maximum amplitude (FWHM) of the PSF of the 
cubic-pm optical/digital system with comparison to that of the standard optical system 

 
 
 
 

These simulations assumed a noise free optical/digital system. In practice, “restoration” of 
the intermediate image through digital filtering will alter the noise properties of the final 
image. As in other restorative schemes, a signal-to-noise ratio (SNR) or dynamic range 
premium is required at the image. Different filtering schemes require different SNR 
premiums. The simple inverse filtering used here requires the largest premium. Other more 
complex filtering schemes would require less. The least squares inverse filter used for the 
simulations of figures 3.8 and 3.9 has a transfer function which is given in figure 3.10. 
From (3.25) the phase of this filter is approximately cubic. The zero spatial frequency 
component of this filter is normalized to unity. With this filter, the maximum magnification 
of any spatial frequency component is approximately 20 dB. An exaggerated estimate of 
the required SNR premium for this simple filter is then approximately 20dB, or the required 
extra dynamic range would be approximately 3.5 bits.  
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Figure 3.9. Simulated images of a spoke target from standard optical system (a, c, & e) and 
cubic-pm optical/digital system (b, d, & f). (a, b) Geometrically in focus, (c, d) mild 

defocus, and (e, f) extreme defocus. 
 
 
 
 

An algorithm independent measure of the increase in performance of the cubic-pm 
optical/digital system over the standard system can be found from the Fisher22 information 
of defocus. Fisher information is a measure used to describe the information content of a 
given signal pertaining to a certain parameter. For an ideal focus-invariant system the 
Fisher information of defocus would be zero. In other words, the ideal focus-invariant 
system would produce an image that contains no information pertaining to the focus state. 
Such an image would not be a function of defocus. A system whose OTF has a large 
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variation with defocus cannot employ a single focus-independent digital filter to correct for 
defocus. A focus-dependent digital filter can be used if the focus state is known a priori.  
Assume that a general incoherent system is imaging a point object, or one with a flat spatial 
frequency spectrum. We can show that the Fisher information of defocus from this assumed 
scenario is  
 

 ( ) ( )
2

,dJ H u
d

ψ
ψ

= ∫ duψ ,                                       (3.28) 

 
where J(ψ) is the traditional notation for the Fisher information of the defocus parameter ψ, 
and H(u, ψ) is the OTF.  
 
 
 

 
 

Figure 3.10. Magnitude of the digital filter transfer function used in simulations of the 
cubic-pm optical/digital system. 

 
 
 
 

A ratio of the Fisher information related to the standard system over the Fisher information 
related to the cubic-pm system can be used as a measure of performance of the cubic-pm 
system. When this ratio is greater than unity, or 0 dB, the theoretical variation with defocus 
of the standard system exceeds that of the cubic-pm system. Again, the cubic-pm system 
was chosen with the constant α from (3.24) as equal to 90. This ratio of the Fisher 
information is given in figure 3.11. For example, the variation of the OTF of the standard 
system at defocus of ψ = 10 will, on average, be 20 dB larger than the variation of the OTF 
for the cubic-pm optical/digital system. Increasing the constant α of the cubic-pm system 
increases this difference in the variation of the OTF; decreasing α decreases the difference. 
The defocus value where the Fisher information of defocus is equal for the standard and 
cubic-pm system is monotonically related to the parameter α. Other methods of 
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characterizing the performance of the cubic-pm optical/digital system are currently under 
investigation.  
 

 
 

Figure 3.11. Ratio of the Fisher information of defocus, assuming a point object, of the 
standard optical system over the Fisher information of defocus for the cubic-pm 

optical/digital system. 
 
 

3.8. Signal Processing 
 
The objective of the signal processing of the focus invariant imaging system is to decode 
the image, thus removing some of the effects of the cubic phase plate and producing a 
normal resolution, in-focus image.  
 
Invariance and lack of zeros in the modulation transfer functions allow us to use a single, 
simple, inverse filter on an entire image to decode the effects of the phase plate. The filter 
will cancel the phase effects of the mask by multiplying the OTF of the image by a 
conjugate phase. In all the reports about experiments with this technique, the signal 
processing step was performed digitally in software. Two-dimensional frequency domain 
multiplication filtering was used.  
 
The mathematics for the filter are simple variations on the least-mean-squares filtering 
equations which now we explain. 
 
Least mean squared error filter derivation starts with the following question: If we had the 
best possible filter,  f,  applied to our data vector,  h,  how closely does the resulting vector 
resemble the ideal diffraction limited data vector, g23, 24?  
 
Applying the filter, f, to the data, h, requires a convolution procedure which can be 
algebraically complicated. The data, h, can be restructured, however, into a convolution 
matrix H, so that a simple matrix multiplication, Hf, can be employed to find the filtered 
data matrix. The difference between this filtered data matrix, Hf, and the diffraction-limited 
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data matrix, g, is an error signal. In order to evaluate this error signal it is best to find its 
total power. Since the square of the operator norm of a signal vector gives the total power 
of that signal, we can use it to evaluate the total power in the error signal. 
 

22 gHfe −= .                                            (3.29) 
 

For vector signals, this norm can be rewritten as the product of the conjugate of the vector 
times the vector itself: 
 

( ) ( gHfgHfe −−= *2 ) .                                            (3.30) 
 

Distributing the conjugate and multiplying out the vectors gives: 
 

( )( )( ) gggHfHfgHfHfgHfgHfe ********2 +−−=−−= .              (3.31) 
 

The next step in least mean square filter derivation is to minimize the power of the error 
signal. Vector differentiation of eq. (3.31) with respect to the vector of filter values is 
expressed mathematically by 
 

( ) ( ) gHHgHHfHfH
f
ed *******

*

2

−−+= .                          (3.32) 

 
Next we set this derivative to zero to find the minimum value and rearrange to give  
 

0**** =−−+ gHgHHfHHfH ,                                   (3.33) 
 

022 ** =− gHHfH .                                              (3.34) 
 

The final step is to rearrange and solve for the filter value vector, f. This yields 
 

( ) gHHHf *1* −
= .                                                   (3.35) 

 
There are three ways of using these equations.  
 

a) To find a one-dimensional spatial domain filter, f, H must be a convolution matrix 
of an average of several sets of one-dimensional coded PSF data, and g would be an 
ideal, diffraction limited 1-D PSF, i.e. a spike.  

 
b) To find a one-dimensional frequency domain filter, one must find the one-

dimensional Fourier transform (OTF) of each of the one-dimensional PSFs. 
Samples of each OTF at each frequency are then used to form a convolution matrix, 
H, (i.e. one convolution matrix containing the spatial frequency value, v, of each 
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PSF for all possible values of v). Then the value at the frequency, v, of the ideal, 
diffraction limited, one-dimensional OTF is used as the scalar value g. The output is 
the value of the frequency domain filter at frequency, v.  

 
c) To find a two-dimensional spatial domain filter, the columns of the average of 

several sets of two-dimensional coded PSF data must be concatenated to form a 
very long column. The same must also be done with the columns of the 2-D ideal 
PSF data. Finally, to find a two-dimensional frequency domain filter, the coded PSF 
data sets are Fourier transformed. Then the value of each transformed data set at a 
particular frequency is put into a row vector, h. The desired value (in frequency 
domain) of g is also used in the equation to find the value of the filter at that 
particular frequency. This process is performed for each frequency value until all 
the points in the frequency domain filter data set are found. The entire process, 
however, can be quickly performed in matrix form with very simple code using a 
matrix oriented programming language like MATHLAB software. 

 
The filter must include a frequency cutoff point above which all the frequency values of the 
filter are set to zero to compensate for the problem of noise. Additional filtering methods 
such as wavelet decomposition or Wiener filter denoising can also be used on the images 
both before or after decoding. 
 

3.9. Design of wavefront coding systems. 
 
Wavefront Coded imaging systems consist of non-traditional optical designs and digital 
signal processing of the resulting images. The signal processing used is dependent on the 
specific optical system. The Wavefront Coded optics are dependent on the type and amount 
of signal processing to be used. Since the optics and signal processing are closely coupled, 
it is natural to expect best performance from systems where the optical and digital 
components of the system are jointly optimized during design. Such a design is not directly 
possible with current commercial optical design tools. CDM Optics has developed custom 
software design tools that work in conjunction with commercial ray tracing software to 
provide optimized optical/digital Wavefront Coded system designs. The optical 
components are designed to minimize the changes or sensitivity of the optics to defocus 
effects as well enable efficient signal processing. The digital components are designed to 
minimize algorithm complexity, processing time, and effects of digital processing on image 
noise. 
 
The base routine for Wavefront Coding design is a commercial ray-trace program that 
traces rays through typical spherical and aspherical surfaces as well as general Wavefront 
Coding surface forms. The commercial ray-trace program is used as the main user interface 
and to calculate exit pupils and optimize a given set of optical and digital merit functions or 
operands. A block diagram of general Wavefront Coding design process is shown below. 
The output of this design consists of 1) traditional optical surfaces, materials, thickness, and 
air spaces, 2) parameters of wavefront coding surfaces, and 3) digital filter coefficients. 
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Block diagram of CDM Optics design process for Wavefront Coded imaging systems. A 
commercial ray trace program is used as the main user interface, to calculate exit pupil 
OPDs, and to optimize a given set of operands. Special surface forms are used to model 
Wavefront Coded optical surfaces. CDM Optics’ software forms OTFs and PSFs related to 
pixel sampled signals, digital filters, and digital processing figures of merit or operands. 
Digital processing figures of merit include digital filter noise gain (RMS value of digital 
filter), unfiltered and filtered PSF change with defocus, change with field, etc. 
 
The general optical/digital design loop as shown in block diagram can be described as 
follows: 
 

a. Start with given optical surfaces, thickness, and operating conditions 
(wavelengths, field of view, temperature range, sample object images, etc.). 

 
b. Generate exit pupil optical path differences (OPDs) via traditional ray 

tracing. 
 

c. Calculate OTFs 
 

d. Include pixel OTF related to detector geometry 
 

e. Calculate sampled OTFs and PSFs 
 

f. Calculate digital filter coefficients for chosen processing algorithm based on 
sampled PSF set. 

 
g. Form figures of merit (or Wavefront Coding operands) that are based on 

minimizing: 
 

I. changes of the sampled PSF and MTF through focus, with field angle, with 
color, due to temperature changes, due to aliasing, etc. 
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II. digital processing parameters such as amount of processing, form of the 
processing, processing related image noise, digital filter noise gain etc. 

 
h. Combine Wavefront Coding operands with traditional optical operands 

(Seidel Wavefront aberrations, RMS Wavefront errors, etc.) into 
optimization routines and modify optical surfaces. 

 
i. Return to step 2. 

 
 

Theoretically calculated Wavefront Coding surface forms are used as starting points for the 
optical optimization. One general family of rectangularly separable surface forms is given 
in normalized coordinates as: 
 

( ) ( ) αβ xxsignxS =  
 

where   ( ) ( ) 0for   1  and  ,0for    1 ≤−=>+= xxsignxxsign
 

The exponential parameter a controls the height of the MTF over a range of defocus, and 
the parameter β controls the sensitivity to defocus. In general, increasing the parameter β 
decreases the sensitivity to defocus while decreasing the height of the MTF and increasing 
the length of the resulting PSF. Next graph gives a two dimensional representation of this 
general family of rectangularly separable Wavefront Coding surface forms. 
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3.10. Realizations of focus invariance in optical/digital systems with 
wavefront coding 

 
Sara Bradburn25, Cathey and Dowski report experimental verifications of an extended depth 
of focus system with near diffraction limited performance capabilities.  
 
The physical phase plate used by Sara Bradburn , Cathey and Dowski in their experiments 
is a modulo 2π cubic function implemented in photo resist. It has a modulo 2π thickness 
corresponding to a two-dimensional function of spatial position as given in Eq. 3.26. The 
phase deviation for this phase plate was α = 20π for a design wavelength of 632.8 nm. The 
dimensions of the plate are 12 mm by 12 mm with a substrate thickness of 2 mm. 
 
The new MTFs produced with this cubic phase plate (CPP) focus-invariant system do not 
resemble an MTF for an in-focus standard optical system. It is important, however, to 
examine a few of these MTFs for different defocus values and compare them to those of a 
standard system with same values of defocus. See Figure 3.12 which shows experimentally 
measured in-focus and defocused MTFs for both the standard and cubic phase plate focus-
invariant systems. The MTFs in Figure 3.12 correspond to zero and 1.6 waves of defocus 
for each system. 
 
At the higher spatial frequencies, the invariance of the MTFs decreases slightly. However, 
the signal processing portion will attenuate these differences. Plots of the standard in-focus 
and defocused MTFs and focus-invariant MTFs after signal processing are shown in Figure 
3.13. 
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Figure 3.12. Measured MTFs of standard system (a) in-focus and (b) with 1.6 waves of 
defocus and MTFs of focus invariant system (c) in-focus and (d) with 1.6 waves of defocus. 
The difference between the MTFs of the focus invariant systems at higher frequencies is 
reduced in the signal processing step as shown in Figure 3.13. 
 
 
 

 
Figure 3.13. Measured in-focus and defocused MTFs of standard, (a) and (b), and focus 
invariant system, (c) and (d), after signal processing. Note the attenuation at higher 
frequencies in the filtered focus invariant MTFs. This helps to eliminate noise 
magnification in the inverse filtering process. 

 
 
 

Figure 3.14 shows the PSFs corresponding to the MTFs in Figures 3.12 and 3.13 to 
demonstrate the increased amount of focus depth of the CPP system over the standard 
system. Figures 3.14(a) and 3.14(b) show the experimentally acquired PSFs for a standard 
system in focus (20 ms exposure time) and at 1.6 waves of defocus. Figure 3.14(b) was 
taken with longer exposure (115 ms) in order to get a brighter image of the defocused PSF. 
Figures 3.14(c) and 3.14(d) show the PSFs of the focus invariant system in focus and at 1.6 
waves of defocus (both taken with 20 ms exposure time). Recall that the phase portion of 
the one-dimensional OTFs of the above coded PSFs, 3.14(c) and 3.14(d), would be cubic 
functions. 
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Figure 3.14. Measured PSFs of standard imaging system, (a) in focus, (b) with 1.6 waves of 
defocus (and increased exposure for visibility); and of a focus-invariant imaging system (c) 

in focus and (d) with 1.6 waves of 
 
 

3.10.1. CCD: Signal to noise ratio and sampling effects 
 
As shown in Figures 3.12 and 3.13, the MTF for the extended depth of focus (EDF) system 
is reduced at the higher spatial frequencies (from the standard in-focus MTF). It is therefore 
quite important to look at the resulting signal to noise ratio changes.  
 
Consider a frequency where the MTF of the cubic phase plate system is reduced by 10X 
from the MTF of the standard in-focus system. The signal to noise ratio (SNR) is therefore 
also down by at most 10X . Because the digital camera used in these experiments has a 
fairly good dynamic range, (Kodak Megaplus Camera, Model 1.6, 10 bit - 72 dB dynamic 
range), the 10X loss in signal at a certain frequency does not represent an insurmountable 
problem. The systems used in these experiments are shot noise limited. The SNR of the 
system can be calculated by26, 
 

νν
η
∆

=
h
P

N
S s

2
 ,                                                 (3.29) 

 
where Ps refers to the incident optical signal power, η is the quantum efficiency, ν is the 
optical frequency, and h is Planck’s constant. 
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Because 
νh

Ps  is in photons/second, 
ν
η

h
Ps  is therefore in electrons/second. Realizing that 

 is in units of secν∆ -1 (bandwidth), and is inversely related to the integration time, we find 
that the SNR is directly related to the number of electrons in the CCD well divided by two, 
or: 
 

2
electrons #

=
N
S

.                                             (3.30) 

 
Therefore we find that if we have taken a factor of 10X reduction in SNR ratio, then 
increasing the exposure time by 10, or the aperture diameter by 10 , and allowing 10X 
more electrons through will restore the original SNR value for that particular frequency. In 
practice, however, increasing the exposure time does not usually prove to be a feasible 
solution for restoring the SNR if the exposure is already at a level that fills the wells of the 
CCD. In the case of an object consisting of an isolated point of light, when the cubic phase 
plate codes this point, the energy of the PSF will be spread out over a larger area, thus 
decreasing the maximum value. The exposure time can then be increased somewhat, in 
order to increase the number of photons allowed through the system and therefore increase 
the SNR. In the case of a more uniform image, however, when the points on the object are 
coded by the cubic phase plate, the coded individual points overlap and add up. Therefore, 
there can still be several areas in an image which will fill the CCD wells with the maximum 
number of electrons. This prevents the possibility of increasing the exposure time to restore 
the SNR. In the experiments that have been performed, the exposure time has never been 
increased. It is very important to realize, however, that the change in SNR is only a loss 
when compared to the in-focus, standard MTF. When one compares the defocused standard 
MTFs to the defocused EDF MTFs, the increase in SNR when using the EDF system 
becomes apparent. In fact, there are nulls in the standard defocused system MTFs which 
translate into a SNR of zero. At these frequencies, the EDF system has a better SNR due to 
the fact that there are no nulls in its MTF. The benefits of the cubic phase plate for 
defocused systems therefore outweigh the loss of SNR in the in-focus MTF. 
 
The sampling effects of the CCD are also important to understand. Assuming100% fill 
factor, the pixel sizes of the CCD will determine the sample rate of the image capturing 
process. Given the size of the pixels in the CCD, and low magnification values used in 
these experiments, the image is undersampled in the sense of Shannon's sampling theorem. 
When used with diffraction-limited optical systems, the CCD camera determines the spatial 
frequency cutoff of the entire system. This spatial frequency cutoff will be the limiting 
factor in the resolution of the output images. In the future, additional experiments 
implementing optical systems of higher magnification will be performed. The spatial 
frequency cutoff will then be set by either diffraction, noise, or digital post-processing 
procedures instead of CCD pixel size.  
 
When the signal processing is performed on the coded image, simple inverse filtering can 
magnify the system noise, especially in areas of reduced SNR, and produce a very noisy 
image. The solution for this problem lies in a modification of the filter used in the signal 
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processing step. If a spatial frequency cutoff is chosen above which the filter frequencies 
are set to zero, then the spatial frequencies of the filtered image which are greater than the 
spatial frequency cutoff, including noise, will be set to zero28, 29.Another solution is to use a 
window (i.e. a Kaiser or a Gaussian window) with a similar spatial frequency cutoff. When 
such a window is placed over the frequency data, the higher frequency values will be highly 
attenuated instead of eliminated. If this spatial frequency cutoff is chosen carefully, images 
are cleaned up significantly without drastically affecting the image quality. Many 
algorithms and filters (such a Wiener filters) have been designed that will help find the 
optimum tradeoff between bandwidth (spatial frequency cutoff value) and noise 
amplification23, 24, 27. It is also important to remember that the dynamic range of many 
modern CCD cameras will allow for some loss of SNR at higher frequencies without 
severely impairing the inverse filtering process. The better dynamic ranges allow 
movement of the cutoff frequency to a higher value to produce images with better 
resolution. 
 
3.10.2. Experimental Procedure and setup 
 
The experiments performed using this cubic phase plate optical/digital system were 
generally set up as shown in Figure 3.15. 
 

 
 

Figure 3.15. General experimental setup of Focus Invariant Optical/Digital System. Cubic 
phase plate at aperture stop of two lens system will code the wavefront. 

 
 

Objects were illuminated with red light of 100 nm. spectral bandwidth. This bandwidth is 
close to the maximum bandwidth for which the modulo 2p cubic phase plate will perform 
well in a system using achromatic lenses. A newer continuous cubic phase plate has also 
been developed which can perform extended depth of focus imaging using the entire visible 
spectrum. Two achromatic lenses were used and modeled as a two-lens system. We then 
placed the cubic phase plate at the aperture stop of the two-lens system. The cubic phase 
plate can also be placed at the entrance or exit pupils of the optical system without 
changing its coding effect. We chose the aperture stop position, however, to simplify setup 
and alignment procedures. 
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3.10.3. Image collection procedure 
 
The first part of these experiments, after setup and alignment of the optical system, was to 
collect images of the PSFs of the system at different values of defocus (including in focus). 
The standard system is the previously designed optical system with a clear aperture the 
same size and shape as the cubic phase plate aperture. The defocused PSFs were obtained 
by moving the CCD camera either in front of or behind the back focal plane. The clear 
aperture was then replaced by the cubic phase plate and the coded PSFs taken at the same 
in-focus and defocused positions of the camera. These coded PSFs are invariant over the 
necessary range as can be observed in both the spatial domain and spatial frequency 
domain. The coded PSFs were then used to design the filter to be used in the signal 
processing step. An important test of the subsequent filter is to filter a coded image of a 
point object. This should give a clean near-diffraction-limited PSF image. Next, a three 
dimensional object was imaged in a standard imaging system. The resulting image has the 
expected small in-focus properties in the focal range and the rest of the image will appear 
out of focus. This image is useful for qualitative comparison purposes and for determining 
the quantity of focal depth extension. A second reference image was obtained with a 
stopped down aperture but with increased exposure time in order to obtain an image with 
the same exposure as the original system image. When the cubic phase plate was used, the 
intermediate image (before signal processing) appeared evenly "defocused" for all in-focus 
and defocused areas of the object. This is a result of the coding effects of the phase plate. 
The intermediate image was then digitally decoded using the previously designed filter to 
provide the final image. 
 
3.10.4. Focus invariant imaging system: results 
 
A square wave target was used as the object to obtain an initial set of data for analyzing the 
extended depth of focus system. The square wave target with one line pair per millimeter 
was tilted at an angle of approximately 60° from the vertical axis. The image on the left in 
Fig. 3.16(a) shows the resulting image when using a traditional optical F/6.3 system and 
100 ms exposure. The image on the right, 11(c), is the final decoded image obtained using 
the extended depth of focus system with the same F# and exposure time. The plot in Fig 
3.16(b) shows traces down the center of the two images, demonstrating the effects of 
defocus and the improvement when using the extended depth of focus (EDF) system . Note 
that in the trace through the standard system image (darker line) one can observe the phase 
change that takes place due to defocus. In contrast, this phase change does not occur in the 
trace through the EDF image (lighter line). 
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Figure 3.16. Square Wave Imaging with Standard (a) and Extended Depth of Focus (c)  
Systems. The traces of image brightness for the two cases are shown in (b). The phase shift 
due to defocus in the standard image trace does not occur in the Extended Depth of Focus 
image trace. 

 
 
Images of gray scale objects are shown in Fig. 3.17. Small shells, each approximately 5 mm 
in diameter, were placed on a tilted surface to produce a highly three-dimensional object. 
The image in 3.17(a) was taken with a standard imaging system with F/10.5 and 200 ms 
exposure time. The focal plane of the this system lies at the front of this image so that the 
defocus can become more severe as the object slopes out of the focal range. The image in 
3.17(b) was taken with an EDF imaging system, also with F/10.5 and 200 ms exposure 
time. Note that the defocus is invariant throughout the image. Image 3.17(c) is from a 
standard system with a reduced aperture (F/52.5) and approximately 5000 ms exposure 
time. The EDF imaging system output 12(d) has the same depth of focus as the small 
aperture system but the F# is still F/10.5 and exposure time was 200 ms. The expected 
resolution improvement of the F/10.5 EDF system over the F/52.5 small aperture system is 
limited due to factors such as undersampling, noise, system aberrations, and inverse 
filtering. The resolution improvement that does occur, however, is difficult to observe in 
these images due to the large number of pixels in each image. A black and white object, 
such as a plane of text, also helps demonstrate the power of the extended depth of focus 
cubic phase plate system. For this experiment a sheet of reinforced paper containing text 
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was placed in the focal plane and tilted approximately 60° to achieve a three dimensional 
effect. Figure 3.18 shows the standard and EDF system images for such an object. Once 
again, the image in 3.18(a) was taken with a standard system. The image in 3.18(b) is the 
intermediate image from the CPP system. The image in 3.18(c) is from the reduced 
aperture, standard system and the image in 3.18(d) is from the filtered CPP system. Some 
of the rough grainy look in the filtered CPP image 3.18(d) is due to the roughness of the 
paper upon which the text was printed. 
 

 
Figure 3.17. Images of Small Shells. (a) Standard imaging system with F/10.5, (b) 
Intermediate image from EDF imaging system with F/10.5, (c) Reduced aperture standard 
imaging system with F/52.5, and (d) EDF imaging system (F/10.5) image after signal 
processing. 
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Figure 3.18. Images of Inclined Text. (a) Standard imaging system with F/6.3, (b) 
Intermediate image from EDF imaging system with F/6.3, (c) Reduced aperture standard 
imaging system with F/37.5, and (d) EDF imaging system image after signal processing. 
 
3.11. Example applications 
 
Wavefront Coding for extending the depth of field can add value to imaging applications 
where traditional methodologies (i.e. stopping down the aperture) are generally 
unacceptable. Constraints on illumination levels, exposure times, or spatial resolution often 
limit the application of previous optical methods. By using Wavefront Coding, applications 
such as machine vision or inspection, biometric analysis, and medical or microscopic 
imaging can enjoy fewer defocus-related problems, without sacrificing exposure times or 
requiring vast quantities of illumination. In a confined environment such as medical devices 
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and microscopes operate in, illumination is of great concern both in terms of delivery and 
safe power levels. In applications of machine vision or quality control inspection, exposure 
times must keep pace with the production line. In biometric analysis (often used for 
identification and security) reliable image quality must be maintained to a high degree. 
Wavefront Coding can supply all these applications with a viable solution to defocus 
related problems, without increasing the overall cost of the system. 
 
Below we provide examples of Wavefront Coding applied to i) machine vision, and ii) 
biometrics. These two examples have been chosen since they can be seen as representing 
two extremes, respectively: imaging machine-generated information (i.e. labels, optical 
character recognition, barcodes, etc.) and the imaging of highly uncontrolled objects such 
as greasy fingerprints or retinal scans. 
 
Fig. 3.19 gives six images comparing the performance of a traditional imaging system (a-c) 
to a system using Wavefront Coding (d-f), for a generic binary input image. The horizontal, 
vertical, and diagonal lines simply represent various constructs as may be seen in labels, 
barcodes, or machined parts. The center images for both systems (b, e) show the in-focus or 
best-focus image. The images to the left of center (a, d) give images for an object that is 
35mm from the best-focus position, having been moved away from the camera. The images 
to the right of center (c, f) show results for the object at 35mm from the best-focus position, 
this time having been moved toward the camera. The Wavefront Coded images (d-f) clearly 
show an increase in depth of field over the traditional system, providing an overall nominal 
depth of field of greater than +/- 35mm. For this pictures the CDM Optics CPM 127-20 
phase mask was used.  
 
Fig. 3.20 gives six images comparing the performance of a traditional imaging system (a-c) 
to a system using Wavefront Coding (d-f) for a biometrics application. Here the image of a 
fingerprint may be used in a biometric identification scheme for security. Again, the center 
images for both systems (b, e) show the best-focus image. The images to the left of center 
(a, d) give images for the finger which has been translated 40mm from the best-focus 
position (away from the camera) and the images to the right of center (c, f) show results for 
the finger translated 40mm from best-focus position (toward the camera). Again, the 
Wavefront Coded images (d-f) clearly show an increase in performance over the traditional 
system, providing  depth of field increase of 4 to 5 X over the traditional system. While 
with Fig 3.19a or 3.19c one may argue that the traditional imaging system still provides 
some resemblance to the object (albeit quite poor), in the biometric case the traditional 
imaging system barely produces recognizable images. 
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Fig. 3.19. Example images from machine vision/label reading application for a generic 
binary input. The horizontal, vertical, and diagonal lines simply represent various 
constructs as may be seen in labels, barcodes, or machined parts. Images from a traditional 
imaging system are given in a, b, and c. Images from a Wavefront Coded system are given 
in d, e, and f. Best focus images are b and e. Movement of the target 35mm away from best 
focus, away from the lens in images a and towards the lens in c, results in badly defocused 
images. Movement of the target in with the Wavefront Coded system, d and f, results in 
little noticeable change in the images.  
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Fig. 3.20. Example images of biometric imaging of a fingerprint. Images with a traditional 
imaging are shown in a, b, and c. Images with a Wavefront Coded imaging system are 
shown in d, e, and f. The best focus images are given in b and e. Movement of the finger 
40mm from best focus result in the images a and d (away from the lens) and c and f 
(towards the lens). The out of focus traditional images have very little spatial resolution. 
The Wavefront Coding images, both in and out of focus, are all sharp and clear. 

 
 

3.12. Effect of Extended Depth of Field on Aberrations 
 
Extending the depth of field of an optical system with a cubic-pm mask also decreases the 
sensitivity of the system to certain aberrations. For example, consider astigmatism. 
Astigmatism is present if the focus position for a vertical slice through the lens differs from 
that for a horizontal slice. But, if the depth of field is increased for both axes, then there is a 
region in the image plane where both are in focus. The effects of astigmatism are therefore 
reduced.  
 
Effects of more complicated aberrations can be efficiently described through the ambiguity 
function. Below we specifically consider the spherical aberration.  
 
The effects of aberrations on the ambiguity function can be compactly described through 
the multiplication/convolution property of ambiguity functions. Assume that the 
unaberrated pupil function is given by P(x) and the contributing aberrations can be 
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described by a function Q(x). The resulting aberrated pupil is then Paberr(x) = P(x) x Q(x). 
Through the multiplication/convolution property of ambiguity functions, the ambiguity 
function corresponding to the aberrated pupil is  
 

( ) ( ) ( ) ( ) ( )∫ −= τττ dxQyuAxPuAyuA ,,, .                          (3.31) 

 
Or, the resulting ambiguity function is given by the convolution over the second variable, 
here given by y, of the corresponding component ambiguity functions. If the variable y is 
plotted as the vertical component, then the aberrated pupil ambiguity function is formed by 
filtering each vertical strip of the ambiguity functions corresponding to the unaberrated 
pupil and the pupil aberration respectively.  
 
Convolution is often easy to visualize given simple component functions such as impulse 
and rectangular functions. If the main components of the ambiguity function corresponding 
to the standard system are shifted, or slightly blurred, due to aberrations then we would 
expect that the effect of this aberration on an extended depth of field system would be a 
minor alteration of the broad cubic-pm ambiguity function. Hence, the system would 
exhibit a low sensitivity to this aberration.  
 
The effects of spherical aberration (SA) on the rectangular pupil is shown in figure 3.21. 
Spherical aberration on this pupil is defined in terms of W040 where  
 

( ) 1      ,
4

040 ≤= xexQ xjkW ,                                             (3.32) 
 

and where k is the wave number. 
 
 
 

 
 

Figure 3.21. Magnitude of the ambiguity function of a rectangular pupil with spherical 
aberration of W040 = 1.5λ. 

 
From figure 3.21, the effect of SA, with W040 = 1.5λ, on the rectangular pupil is to mainly 
shear the ambiguity function. Focus correction can be applied to minimize the effects of 
SA. Previous authors have suggested choosing the focus parameter W020 equal to minus 
W040 for best correction30, 31 . Based on a graphical comparison of corrected ambiguity 
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functions, we feel that better focus correction for SA is given when W020 is set to –3/5W040. 
This fraction is found by equating the sum total phase error across the pupil, with defocus 
and SA, to zero. The focus-corrected ambiguity function is shown in figure 3.22.  
 
 
 

 
Figure 3.22. Magnitude of the ambiguity function of a rectangular pupil with spherical 
aberration corrected with defocus. Spherical aberration is W040 = 1.5λ, while defocus is 

040020 5
3WW −= . 

 
 
The aberrated cubic-pm ambiguity function is given in figure 3.23. The phase deviation 
constant of is equal to 40. The value of Wα 040 is again equal to 1.5λ. By comparing this 
ambiguity function with the unaberrated version with the same value of , we see that the 
effect of SA on the cubic-pm extended depth of field system is mainly a shear. As in the 
rectangular pupil case, we would expect that focus correction could be used to minimize 
these shear effects.  

α

 

 
 

Figure 3.23. Magnitude of the ambiguity function of cubic-pm system with spherical 
aberration. Spherical aberration is W040 = 1.5λ. 

 
 
Figure 3.24 shows a focus-corrected cubic-pm ambiguity function. The value of 

040020 5
3WW −=  was found graphically. This focus-corrected ambiguity function is nearly 
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the same as the unaberrated ambiguity function. Unlike the focus-corrected ambiguity 
function of the rectangular system, the power of the corrected and unaberrated OTFs for 
each defocus value is nearly identical. Therefore, we can conclude that the cubic-pm 
extended depth of field system is much less sensitive to spherical aberration than is an 
equivalent rectangular pupil system.  
 
 

 
 

Figure 3.24. Magnitude of the ambiguity function of cubic-pm system with spherical 
aberration and focus correction.  

 
 

 
 
If the optical system is of high quality, then the entire focus budget can be used to increase 
the depth of field. A portion, or all, of the focus budget can be used to make the imaging 
system invariant to focus-related aberrations. For example, with a lens that has significant 
amounts of Petzval curvature or curvature of field, the image focuses on a curved surface, 
not on a plane. If the depth of focus is extended, then instead of a thin curved region of 
focus, there is a thick curved region of focus that allows a flat detector array to be used. 
Consequently, the imaging system is insensitive to Petzval curvature. 
 
In a similar manner, the imaging system can be made to be insensitive to astigmatism, and 
chromatic aberration. 
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4. With wavefront coding technology is possible to reduce the number of 
optical components in an optical system? 

 
 
In an optic system, some optical components have as function to provide the optical power 
of the total system. However, most of the optical components have as objective to correct 
the mono-chromatic aberrations, like spherical aberration, coma, astigmatism, and the 
chromatic aberrations in order to obtain the wanted optical quality for the image. If with the 
wavefront coding technology the effects of the aberrations can be eliminated, then, when 
using this technology, it will be possible to reduce the optical number of components inside 
of any instrument.   
   
Until the moment, the wavefront coding technology had demonstrated capacity to extend 
the field depth, this means that it is possible to design optical systems invariable to the 
defocus. This simple fact allows to relax the optical design of many systems when allowing 
large tolerances to production errors and assembles errors. Thus we need less optical 
components. 
 
A color imaging system is susceptible to chromatic aberration due to the wavelength-
dependent index of refraction of lenses. This results in three channels of data that are 
defocused relative to each other, see figure 4.1, thereby creating unwanted chromatic 
effects in the final color images. Existing methods for achromatism have limitations and 
may not meet the desired constraints. 
 
 
 

 
 

Figure 4.1. Demonstrating axial chromatic aberration with a single lens. The distances fr, fg 
and fb are the focal lengths for red, green and blue light. 

 
 
 
 
Chromatic aberration is often avoided by the use of achromatic doublets which are made by 
placing positive and negative lenses of different refractive indices in contact. This fact 
implies to duplicate the number of lenses and with this the cost, size, the time of production 
and weight of the optical system. 
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Thus, with this technology it is possible to reduce the components number in an 
optical system, because we do not need use achromatic doublets, only simple lenses. 
 
Many optical system have a field curvature or Petzval curvature, the images focuses on a 
curved surface, not on a plane. The effect of this aberration is a variable defocus with the 
field. When the detector is flat, like a CCD, it is necessary to correct this aberration for 
obtain good quality images. The traditional method to eliminated this problem is to add a 
lens near to the detector. 
 
If with wavefront coding technology it is possible to extend the depth of focus and large 
depth of focus is available, the detector plane can fit within the extended depth of focus 
volume. Thus all parts of the image within this volume will image clearly. Therefore, we 
can to eliminated at least one lens in the system. 
 
The chromatic aberration and the field curvature are the only aberration that depend of 
defocus in a direct way. Therefore, with the wavefront coding technology these aberrations 
are the only aberration that we can to control, but if the optical system is insensitive to this 
aberration, then we will be able to reduce the number of lenses about of 30%.  
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5. Work for the future 
 
The challenges for future work are: 
 

a) Suppress effects of other aberration, such as 
 

Spherical aberration 
 

Coma 
 

Astigmatism 
 

Distortion 
 

For this we need phase surfaces with multiple design parameters instead of  single design 
parameter. 
 
Cathey and Dowski use a cubic phase form described as ( ) ( )33, yxyxP += α , where α 
is the design parameter. My proposal is to use a phase function with multiple parameters 
expressed with Zernike polynomials as 
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where Zi are Zernike polynomials, and ai are the design parameters. 
 
The first Zernike polynomials are 
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To find the values of the design parameters, my proposal is to solve the problem as a 
optimization problem, where the Strehl ratio would be maximized and the variation of the 
PSF with defocus would be minimized. With the Strehl ratio we control the aberration, thus 
the Strehl ratio will be an image quality metric. At the same time if the PSF is insensitive to 
defocus we maintain all the properties of the previously analyzed wavefront coding 
technology. 
 
The merit function of the optimization process will have several local minima, then we 
need a global optimization method, my proposal is to use Genetic Algorithms with 
continuous parameters. 
 
The general procedure that I propose is: 
 

Expand pupil phase in basis of Zernike polynomials, truncated at some degree p, 
obtaining N terms with coefficients ai. 

♦ 

♦ 

♦ 

♦ 

♦ 

♦ 

 
Add quadratic defocus phase term, δρ2, to the expansion. 

 
Express Strehl ratio (SR) as a function of δ end the ai. 

 
Add constraints, maximal SR, minimal variance of PSF (require PSF to be 
insensitive to defocus). 

 
Solve optimization problem for basic coefficients ai. 

 
b) Fabrication of phase surface 

 
The phase plate is difficult to fabricate, and the phase plate calculated with multiples 
parameters will be more complicated. In figure 5.1 you can see a comparison between 
phase surface with one parameter and the phase surface with 6 parameters, for this I used 
the following values: a5 = -0.0018,  a6 = 0.0327,  a7 = -0.8975,  a8 = 0.8503,  a9 = 0.1428, 
and  a10 = 0.1916. 
 
In figures 5.2 and 5.3, you can see the MTF for single and multiple parameters. 
 
In figure 5.4 is shown a slices of MTF, and you can see the OTF do not have zeros, 
remember that this is important for the image processing stage. 
 
My proposal for manufacture the phase plate are: 
 

Use a deformable mirror with a continuous membrane controlled electronically, like 
to the mirrors used in adaptive optics. With this kind of mirrors it is possible to 
control the shape of the surface with a high precision, and even more, we can have a 
surface that changes dynamically, this is important for the initial tests at laboratory 
level. 
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Use a LCD to generate the phase distributions corresponding to the phase plate. The 
problem with this is that we would have a discreet distribution of phase due to the 
pixels of the LCD, although the ideal thing is a continuous distribution of the phase, 
the LCD could be useful in the laboratory tests. 

♦ 

 
 
 
 

 
 

Figure 5.1. surfaces plot for classical phase mask with one parameter and new proposal 
phase mask with 6 parameters. 

 
 

 
Figure 5.2. MTF of a cubic phase mask as determined with one parameter. 
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Figure 5.3. MTF of phase mask obtained from 6 design parameters 

 
 
 
 
 

c) New methods for 2-D and 3-D image restoration 
 
To decode the intermediate image, fast algorithms are needed, with less propagation of 
errors and an appropriate handling of the amplification of the noise. 
 
It is very well-known that appropriate choice of restoration algorithm depend on many 
factor including: nature of blur, nature of object, image interpretation task, detection 
condition (varying light level), appropriateness of linearity and space invariance 
assumptions, etc. 
 
For this point I have not a specific proposal, I think that we need to review the current 
methods, and if the current methods are not the solution, then we will need to develop a 
new method 
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Figure 5.4. Slices of MTF along X and Y axes 

 
 
 
 
My final comment is that the wavefront coding technology, in its current state, optimizes 
the combined work of the optics and the electronics, even just by extending the depth of 
focus it is an useful technique because it relaxes the restrictions of the optical design and it 
reduces, in some measure, the number of optical components. On the other hand, there is a 
lot of work to carry out in this direction because if we can control more and more 
aberrations, if we can develop faster and better image processing algorithms, and if we can 
develop cheap and fast techniques to manufacture the phase plates, then we will be in a 
situation in which the optical systems would reduce their components to the minimum, only 
the necessary components to provide the required optical power, but we should always 
include a optical component to code the wavefront and we should include a system digital 
decoder, with all the mentioned conditions the instruments of the future would reduce their 
size, weight and cost in important way. 
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