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ABSTRACT

We present an innovative and fast approach for face interpretation invariant to lighting and pose. Our
approach performs interpretation by fitting a parametric 3D face model to an input image using an opti-
mization algorithm. The parameters obtained after the fitting process describe the appearance of the face.
The fitting process is automatic and only requires a 2D position and a scale factor as initialization. The
proposed model is a natural 3D extension of active appearance models and is based on modeling, sepa-
rately and simultaneously, 3D pose, 3D shape, albedo, and lighting. Our model is capable of synthesizing
faces with arbitrary 3D shape, 3D pose, albedo and lighting. In order to fit the model to an input image, we
propose a fast optimization algorithm able to fit face images with non-uniform lighting and arbitrary
pose. Our algorithm, based on a gradient descent approach, executes a fast update to the Jacobian by
using the lighting parameters estimated in each iteration of the fitting process. We show that our method
is able to accurately estimate the parameters of 3D shape and albedo, which are strongly related to iden-
tity. Experimental results, suggest that our model can be extended to face recognition under non-uniform
lighting and variable pose.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Automatic, fast and full interpretation of face images under var-
iable conditions of lighting and pose is one of the more exciting
and unsolved problems in computer vision. Interpretation is the
inference of knowledge from an image. This knowledge covers rel-
evant information, such as 3D shape and albedo, both related to the
identity, but also information about physical factors which affect
appearance of faces, such as pose and lighting. Interpretation of
faces not only should be limited to retrieving the aforementioned
pieces of information, but also, it should be capable of synthesizing
novel facial images in which some of these pieces of information
have been modified. This kind of interpretation can be achieved
by using the paradigm known as analysis by synthesis, see Fig. 1.
Ideally, an approach based on analysis by synthesis, should consist
of a generative facial parametric model that codes all the sources of
appearance variation separately and independently, and an
optimization algorithm which systematically varies the model
parameters until the synthetic image produced by the model is
as similar as possible to the test image, also called input image. A
full interpretation approach should include the recovery of 3D
shape, 3D pose, albedo and lighting from a single face image which
exhibits any possible combination of these sources of variation.
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Active appearance models, or simply AAMs, with respect to
other approaches, represent a fast alternative to perform face inter-
pretation using the analysis by synthesis paradigm.

Texture and shape, are attributes modeled by AAMs by using
statistic tools such as principal components analysis or shortly
PCA. However, the apparent texture of a face is an implicit combi-
nation of lighting and albedo. Separating these two attributes is not
an easy task into the context of sparse models, like AAMs. AAMs use
a sparse set of vertices defining the shape. Texture is interpolated
over that shape. In fact, a detailed dense set of surface normals,
which is not present in AAMs, is required to perform the separation
of lighting and albedo.

On the other hand, texture and shape variation among human
faces is relatively small when uniform lighting is considered. AAMs
take advantage of this fact by supposing a constant relationship be-
tween changes of appearance and the variation of the model
parameters producing those changes. This approximately constant
relationship is used in the form of a constant gradient which is
used for performing fast fitting to input images.

However, for most purposes, lighting is not uniform, and a
proper separation of albedo and lighting becomes necessary.

In a similar way as is texture variation in uniform lighting,
albedo variation among human faces is small. In contrast to albedo,
lighting is not necessarily constrained to a small variation range. In
fact, lighting affects appearance more than identity and pose, and
presents many degrees of freedom.

During a fitting process, an initial model is gradually modified
in each iteration up to looking alike to the input image. Therefore,
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Fig. 1. Schematized flow of the analysis by synthesis approach.

if the lighting of the input image is too different from that of the
initial model, the ratio of appearance variation with respect to
the parameters variation can not be the same during all the itera-
tions of the fitting process.

For instance, if we have a model with a pronounced left illumi-
nation, and a model with uniform illumination, the change of
appearance caused by an increase on one of the model parameters,
for example the parameter of scale, is not the same in both cases.
This ratio of appearance variation with respect to the model
parameters is in fact a Jacobian whose value changes in each
iteration.

Therefore, if we want to fit an AAM to a face with any kind of
lighting, a constant Jacobian is not the solution. On the other hand,
recomputing the Jacobian in each iteration is an expensive compu-
tational task [11,23].

In this paper, we present an innovative 3D extension of AAMs
based on an illumination model. By using interpolation, we incor-
porate a dense set of surface normals to our sparse 3D AAM model.
In this way, we can model lighting within the process of synthesiz-
ing faces, and also within the optimization process used for fitting
the face model to an input image.

We propose a fitting method based on an inexpensive way for
updating the Jacobian in accordance to the illumination parame-
ters recalculated in each iteration. Our method is able to encode
separately four of the more relevant sources of appearance varia-
tion: 3D shape, albedo, 3D pose and lighting.

Our approach estimates 3D shape, 3D pose, albedo, and illumi-
nation simultaneously during each iteration. Since our model uses
analysis by synthesis, it has an inherent ability of adaptation to the
input image. Adaptation is a desirable characteristic because it of-
fers the possibility of designing person-independent face interpre-
tation systems. Experimental results show that the proposed
approach not only can be extended to face recognition, but also
demonstrate its ability for fitting to novel faces and performing
interpretation.

Applications to this kind of interpretation algorithms are many,
such as face interpretation or recognition with robustness to light-
ing and pose, face and head tracking in video sequences, human-
machine interfaces, algorithms aimed to obtain high levels of data
compression in video conferencing, etc.

This paper proposes a novel way to cope with an important
source of appearance variation which affects significatively face
images: lighting. We anticipate that our approach can be extended
to face recognition under difficult conditions of lighting and can be
generalized to the analysis and recovery of other types of sources
of appearance variation such as age, gender, and expression, where
lighting interferes seriously in the analysis process.

2. Related work

Face interpretation is the action of recovering relevant informa-
tion from a single face image. In contrast to face recognition (a par-
ticular case of face interpretation where only identity must be
determined), face interpretation can viewed as a more general con-
cept including techniques capable of recovering important aspects

such as 3D shape, texture, pose, albedo, illumination, expression,
age, and gender. The problem of interpreting face images has been
addressed in many ways. One of them is the paradigm known as
analysis by synthesis, where interpretation is performed by synthe-
sizing a face image as similar as possible to the face image to inter-
pret. Recently, the interest in this kind of approaches has increased
due to its natural capability of adaptation to novel images. Inter-
pretation is performed by adapting a deformable model to a face
image. This process of adaptation is achieved by adjusting itera-
tively a set of synthesis parameters. The parameters are used for
interpretation when this fitting process concludes.

2.1. Approaches based on 3DMM: morphable models

In [7,8], Blanz et al. obtained detailed facial reconstructions by
fitting a 3D dense model to a face image. Their model, known as
3D morphable model, or 3DMM, combines a dense 3D shape model
and a texture model in order to estimate 3D shape and texture
parameters related to the input image. In order to construct the
model, detailed dense 3D scans of different persons are needed.
These dense scans are used as a point to point correspondence
for computing a statistic and parametric morphable model.
3DMMs are prone to fall in local minima when no proper initializa-
tion is given. To alleviate this condition, the convergence
properties of 3DMM models have been improved by introducing
multi-feature fitting, as in [28], which consists in considering not
only pixel intensities, but also high level extracted features such
as edges. Thus, it is easier to recover the correspondence between
the input image and the model. In a similar way, the accuracy of
the fit in 3DMM models has been improved by using inverse com-
positional image alignment (ICIA) in [26]. Despite the robustness and
accuracy achieved with these new improvements, 3DMMs tend to
be slow because of their thousands of vertexes needed for the
shape description. On the other hand, 3DMMs are not capable to
model every type of lighting. Original 3DMM approach is unable
to model diffuse or multi-illuminant lighting.

2.2. Approaches based on 3DMM and lighting models

In an attempt for improving the ability of 3DMMs to handle
every kind of lighting, Zhang and Samaras in [38] proposed a meth-
od for face recognition (a particular case of face interpretation). The
algorithm proposed in [38] uses a 3DMM model to recover 3D
shape from a single training image. Using the recovered 3D shape,
the second step in the method is to synthesize a set of lighting ba-
sis images of the subject for many possible poses. Recognition is
performed by returning the face from the training set for which
there exists a weighted combination of basis images that is the
closest to the test face image, which is done by solving a minimum
squares problem as in [5]. Thus, 3DMM is used for synthesizing a
huge set of basis images during the training stage. However, in
the test stage, instead of using analysis by synthesis as it is done
in the original 3DMM approach, recognition is performed by com-
paring with each one of the identities stored in this huge gallery. A
drawback of this approach is a huge search space which is propor-
tional to the number of considered poses per person and the num-
ber of possible identities to interpret. A simplification of the
aforementioned method, was proposed by Yue et al. in [37]. In-
stead of computing basis images with different poses during the
training stage, Yue et al., propose to use only basis images with
frontal pose. A normalization of pose is done by warping the test
face image to a frontal pose with the help of a few manually se-
lected facial features. Thus, recognition is applied again as in [5],
and the method is able to create a novel view of the recognized
subject but with the same pose that the original test image, by
applying a linear transformation of the spherical harmonics basis
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images, which synthesizes rotated basis images. Although more
efficient than the approach presented in [38], the approach in
[37] is based on using the 3DMM model for building sets of frontal
basis images per identity, and therefore its search space is again
proportional in size to the number of identities to recognize, and
unlike original 3DMM, it lacks for ability of adaptation to faces
not contained into the training set. A complete 3DMM approach
including lighting modeling and following the philosophy of
analysis by synthesis, certainly should derive into a generic per-
son-independent face interpretation system, due to the ability of
adaptation. Nevertheless, an ideal 3DMM model, that is, at the
same time, automatic, fast, person-independent, and capable of
modeling every type of lighting (diffuse and multi-illuminant
lighting) has not been proposed yet.

2.3. Approaches based on active appearance models

As a counterpart of 3DMM, there is a faster technique for inter-
preting faces whose computational cost is significatively lower.
This approach is known as active appearance models, or AAMs.
AAMs were proposed by Cootes et al. in [10,11], and they are sparse
generative models for fast and automatic 2D face alignment, often
required in real time applications. In a similar way as is done in
3DMM models, in the AAM approach, pose and texture variation
of the training samples is statistically encoded into a parametric
model. The 3D pose of the face is encoded in the 2D shape param-
eters, resulting in shape parameters not independent of the face
pose. This reduces the recognition capabilities of AAMs. Because
of its 2D nature, original AAM allows only small out of the plane
rotation, and it does not model neither directed light nor diffuse
light. This scheme allows only an effective fit if the lighting during
the test stage is equal or similar to the lighting used during the
training phase. Original AAM models are based on considering a
linear relationship between the residual error image and model
parameters update, using a constant Jacobian during the whole fit-
ting process. This additive approach of fitting is only a useful
approximation which allows a fast convergence process. However,
the inherent non-linearities of the image formation process pro-
duce an inaccurate fit. For solving the inaccuracies of the original
additive method proposed in [11], Baker and Matthews et al. in
[4,23], proposed the aforementioned ICIA for the 2D AAM fitting.
The aim of ICIA is to improve the accuracy without sacrificing the
speed. It is based on keeping a constant Jacobian, but the optimiza-
tion algorithm updates the entire warp instead of updating the
parameters additively. ICIA is based on composing the current
warp with a computed incremental warp produced by parameter
increments, instead of additively incrementing the parameters
each iteration, as it is done in the original optimization scheme
proposed in [10]. Nevertheless, ICIA is a person-specific fitting algo-
rithm, and when it is used for multi-person environments, it gives
the same performance as the original additive fitting technique.
Due to its 2D nature, ICIA [23] cannot handle out of the image plane
rotation and directed light [27]. llumination has been considered
in AAM by some researchers but only for the 2D case. In [18] and
[22], Huang et al. and Legallou et al. respectively, propose methods
for 2D face alignment under different illumination conditions.
These approaches consist in preprocessing the image to eliminate
the effect of lighting before applying the original AAM fitting
scheme, however, their approaches are not able to recover 3D
shape and lighting after the fitting process. Kahraman et al. in
[19], propose an approach which integrates the original 2D AAM
model (shape and texture) with a statistical illumination model
created from applying PCA to a big set of images with different illu-
minations. Their model, called AIA (Active Illumination Appearance
model) is 2D and consists of two linear subspaces: one for illumi-
nation, and another for identity. Although the model proposed in

[19] includes a lighting modeling, it does not include the recovery
of 3D information.

2.4. Approaches based on 3D active appearance models

Original AAMs encode the appearance caused by 3D pose and 3D
shape as variation of 2D shape. To model the variation of 3D pose
within the 2D approach, it would be necessary to collect data in
every possible pose, and that is infeasible in practice. Besides, this
mixture of shape and pose leads to the possibility of generating
face instances with impossible features. Xiao et al. in [36], propose
a 2D + 3D AAM which exploits the 2D shape and 3D shape models
simultaneously. The shape instance generated by 2D AAM is mod-
ified to be consistent with a possible 3D shape. This constraint is
formulated as part of the cost function. To combine this constraint
into the original cost function, a balancing weighting is added. The
value of this weighting constant is determined manually. There-
fore, it is not a direct way for estimating 3D pose and shape.

Dornaika et al. in [12], proposed to fit a 3D AAM model to each
frame of a video sequence for face tracking. They use a generic 3D
human shape frame called Candide developed at Linkdping Univer-
sity. The 3D model can be modified in 3D shape and texture by
varying a set of parameters which define inter-person 3D shape, in-
tra-person 3D shape associated with expression, and finally, tex-
ture. The fitting algorithm is similar to that proposed in [11], but
it uses, as initialization, the synthetic face image obtained in the
last frame. In [31], Sattar et al. proposed a fast method for estimat-
ing 3D pose based on fitting a 2.5D AAM model to a face image by
using Simplex. 3D structure of training faces is obtained by using
frontal and profile views of each face, and labeling both images
with associated landmarks. In that work, only pose is estimated
by varying six 3D pose parameters into an optimization procedure
based on Simplex. Fitting additional parameters like pose and tex-
ture by using Simplex, certainly would increase the computational
cost and the time needed to reach the convergence.

2.5. Approaches which consider lighting

The 3D approaches mentioned in the last section work fine in
uniform lighting conditions. However, in non-controlled environ-
ments like outdoors, or even in most real situations, lighting is
not uniform, and the need for modeling it becomes important.
An automatic approach for face interpretation should include a
lighting model in order to be able to accurately estimate pose,
shape and albedo. Lighting has an infinite number of degrees of
freedom. Then, in a combined lighting-texture scheme, the varia-
tion can not be reduced statistically by using PCA, as is done only
with texture in [33] and in the classical AAM approach [11]. Fur-
thermore, because lighting is independent from texture (albedo),
both properties must be separated. The shading of a point over
the face surface, depends mainly on the normal of this point and
on its reflectance properties (albedo). Therefore, to accurately
model the illumination, we require to accurately model the nor-
mals. In fact, it is difficult for a sparse 3D shape model like AAM,
to separate shading from texture, because we only known the loca-
tion of sparse vertices, as is mentioned in [28]. In our work, we
show that, in fact, it is possible to model lighting in a sparse model,
by interpolating the lacking surface normals within each triangle
defined by sparse model vertices.

Regarding illumination, there are important advances in light-
ing modeling which have been applied to face recognition. How-
ever, these approaches, like those presented in [5,6,15,24,34] do
not face the problem of face alignment, and 3D shape and albedo
recovery simultaneously. Lighting over faces has been modeled
by considering simplifications in the reflectance properties of face
surfaces. Under the Lambertian assumption, the set of images of an



S.E. Ayala-Raggi et al./Computer Vision and Image Understanding 115 (2011) 194-210 197

object under all possible lighting conditions forms a polyhedral
cone, the illumination cone, in the image space, as it was shown
by Belhumeur et al. in [6]. In a follow-up paper [15], Georghiades
et al. reported that the illumination cones of human faces can be
well approximated by low-dimensional linear subspaces. More re-
cently, using spherical harmonics, Basri and Jacobs in [5], and
simultaneously Ramamoorthi et al. in [24], have shown that for a
convex Lambertian surface, its illumination cone can be accurately
approximated by a 9-dimensional linear subspace. This model is
known as 9D subspace model and is useful for its ability to model
directed and non-directed light (multiple lights and diffuse light).
According to this approach, any reflectance over a face can be
approximated in 97.96% of accuracy using a linear combination
of nine spherical harmonic reflectances, obtained from the surface
normals and the albedos of the face surface.

2.6. Conclusions

Face interpretation has been faced through two paradigms:
3DMMs and AAMs. 3DMMs [7,8,25-29] cover a wide range of infor-
mation recovery but are slow and cannot model properly every
type of lighting. On the other hand, AAMs are fast but cannot model
lighting and 3D information simultaneously.

AAM models have been used for fast 2D face alignment under
variable conditions of lighting [18,22,19], but not for estimation
of 3D pose, 3D shape, albedo and illumination under non-uniform
lighting conditions, which is still a challenging problem. In con-
trast, some authors [9,12,31,36] have proposed 3D AAMs for esti-
mating 3D pose and shape but do not include illumination.
Finally, authors who reported lighting modeling for face recogni-
tion, do not propose methods for estimation of pose, shape, albedo
and lighting simultaneously. In this paper, we propose a complete
3D approach for an automatic and fast recovery of 3D shape, 3D
pose, albedo and lighting of a face under non-uniform lighting
and variable pose. This recovery is performed by fitting a paramet-
ric 3D Active Appearance Model based on the 9D subspace illumi-
nation model. Once we have finished the fitting process of the
model to an input image, we obtain a compact set of parameters
of shape, albedo, pose and lighting which describe the appearance
of the original image. Because lighting parameters are not in a lim-
ited range, for faces with a pronounced non-uniform illumination,
it is not possible to successfully use a constant Jacobian during all
the fitting process as is done in original 2D AAM models [11].
Instead of that, during the fitting stage, our algorithm uses the
estimated lighting parameters, obtained in preceding iterations,
for updating the Jacobian and the reference mean model on each
iteration. Our fitting method called 3D illumination-based active
appearance models have been published in [1-3] where they have
been used for face alignment and pose estimation. In this paper, we
present an extended and detailed explanation of the method, mea-
suring its capability to recover 3D shape and albedo, and showing
its capability to create unseen novel views of interpreted face
images. Our experimental results, performed with real face images,
show that the method can be extended to face recognition with
invariance to lighting and pose.

3. Modeling lighting

Human face can be considered approximately as a convex sur-
face with Lambertian reflectance [5,24]. In [5], Basri et al., propose
using spherical harmonic functions to model lighting for face rec-
ognition. Spherical Harmonics are a set of functions which form
an orthonormal basis which is able to represent all possible contin-
uous functions defined in the sphere. The image of a face, illumi-
nated by any lighting function can be expressed as a linear

combination of harmonic reflectances (face images illuminated
by harmonic lights),

Ii = Z Z In‘mbn,m(xi) (1)

n=0 m=-n

where b, ,, are the set of harmonic reflectances and x; is the ith pixel
of the object, in this case the face surface. In [5], Basri et al. showed
that the precision to approximate any function of light if we take a
second order approximation (n =0, 1, 2) is at least 97.96%. From Eq.
(1) we see that this precision is achieved with only nine harmonic
images, and Eq. (1) can be expressed in matrix notation as

1=BL )

where B is a matrix with nine columns. Each column is a harmonic
image, and L is a column vector containing nine arbitrary
parameters.

3.1. Forcing the lighting model to be positive

By using Eq. (2), we could obtain not physically realizable
images if we take arbitrary linear combinations of the harmonic
images. In fact, any arbitrary combination could produce an image
with negative values. The harmonic images themselves have nega-
tive values, and as we know, light intensity is always positive.
Therefore, different combinations of lightings must produce posi-
tive intensity values too. In [5], the authors showed that the soft
harmonic space spanned by the harmonic images can be discret-
ized by using a sufficiently populated set of point light sources
(delta functions) uniformly distributed around the sphere. Thus,
Eq. (2) can be modified as

1=BH'L (3)

where L is a column vector of arbitrary lighting parameters and B is
a matrix with columns formed by the nine harmonic images. H is a
matrix whose columns contain samples of the harmonic functions,
whereas its rows contain the transform of the delta functions corre-
sponding to the discrete number of point light sources.

This is a mathematical way of making discrete the smooth har-
monic subspace by sampling the harmonic reflectance images. The
more densely populated with deltas is H, the better is the approach
to the original space of the nine harmonics. In order to obtain a
good approximation to the original harmonic space, we should
use a large set of point lights uniformly distributed around the
sphere. However, in [21], Lee et al., found an important result
about how to approximate the illumination cone of lighting (see
[14]) with a small number of deltas. Only nine light point sources
strategically distributed are necessary for approximating any
reflectance on a face. Thus, H will be a constant 9 x 9 matrix.

In fact, the basis images can be obtained from two possible
ways, the first one is the explained here, by using the compact
notation through the spherical harmonics reflectances, and the
second one is to explicitly render each one of the basis images, ob-
tained from computing the intensity of each point by using the
Lambert’s law. This intensity can be computed if we know the sur-
face normal, the albedo and the corresponding vector of the point
light source.

4. Face synthesis using a 3D illumination-based active
appearance model (3D-IAAM)

In this section, we describe an original method for face image
synthesis based on the 3D-IAAM model proposed in this paper.
Our face synthesizer is capable of creating face images with arbi-
trary 3D pose, identity and illumination.
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4.1. Construction of a bootstrap set of surfaces and albedo maps

In order to construct parametric models of shape and albedo,
we need a bootstrap set of 3D face surfaces of different individuals,
and their corresponding 2D albedo maps. This set of surfaces and
albedo maps will be used to train models of 3D shape and 2D
albedo, respectively.

4.1.1. Recovery of the face surface for each training identity

A bootstrap set of face surfaces can be obtained under well
controlled laboratory conditions by using a set of distant
directional lights which illuminate the face one at the time but
all working during a short period of time, in such a way that there
is not movement from one image to the next.

Surfaces can be recovered by using a technique known as pho-
tometric stereo [17,32,35,13]. By using M (M > 3) different images
per individual, each one illuminated by a different point light
source, it is possible to simultaneously estimate the surface nor-
mals map and the albedo map of a face. This is accomplished by
using minimum squares for solving a linear system of M equations,
each one expressing the pixel intensity as a function of the direc-
tion of the incident light (Lambert’s cosine law) for each pixel.
From surface normals maps, it is possible to reconstruct the surface
of each face by using shapelets [20]. This is done by correlating the
surface normals with those of a bank of shapelet basis functions.
The correlation results are summed to produce the reconstruction.
The summation of shapelet basis functions results in an implicit
integration of the surface while enforcing surface continuity.

On the other hand, a mean surface normals map, computed
from the set of surface normals maps, is used as a deformable tem-
plate for building basis reflectance images during the fitting stage.

4.2. Constructing the models of shape and albedo

In order to obtain a parametric 3D shape model, first of all, we
have to capture the more significative modes of shape variation.
This can be accomplished by using a statistical method such as
PCA (principal component analysis) applied to a set of training faces
with different identity. We can place 3D landmarks over the sur-
face of N training faces. To be sure that we are only modeling vari-
ations in shape and not in pose, we have to align the 3D shape
models first, by using an iterative algorithm based on Procrustes
analysis (see Fig. 2).

Then we apply PCA to the set in order to obtain the principal
modes of variation of 3D shape. We can generate an arbitrary mod-
el using the following expression:

s=8§5+Q, (4)

(a)
‘B
| Compute the mean model using aligned models
]
2 | Normalize the pose of the mean model |
l

Realign each model with the normalized mean model

Fig. 2. The shape models (each one defined as the set of landmarks over a particular
face surface) (a) must be aligned by using Procrustes Analysis ([30]) (b) before
performing the statistical study of shape variation.

(b) Alignment of the Shape Models

| Align each model with the first model |

| The models are aligned (in shape) |

N

Fig. 3. Normalizing in shape the albedo images by warping the original albedo
images into the 2D projection of the mean shape. Top: Original albedo images.
Bottom: shape-normalized albedo images.

where § is the mean-shape model and Qs is a matrix which contains
the basis shapes (also known as eigenshapes) and c is a vector with
arbitrary shape parameters. Similarly, we apply PCA to the set of
shape-normalized 2D albedos maps. Before applying PCA, the albe-
dos map of each training face must be shape-normalized (using the
bidimensional projection of the mean shape frame) as is shown in
Fig. 3.

A triangulation is designed to warp original images into the
mean shape frame. Finally, any shape-normalized albedo image
can be generated with

i=7+Q,a 5)

where 1 is the mean albedo image, Q; is a matrix which contains
principal albedo variation modes and a is a vector of arbitrary
parameters.

4.3. Synthesizing faces with novel appearances

By using Eq. (5), it is possible to synthesize an arbitrary albedo
image / and then warp it to the 2D projection of an arbitrary fron-
tal shape generated with Eq. (4). This new face is not illuminated
yet. In the same process of warping the albedo image to the new
shape, it is also possible to carry out a 2D warping from the 2D
mean map of surface normals (calculated during the training stage)
to the same new shape s. So far, we have a new albedo image and a
new map of surface normals, both of them shaped according to the
new generated shape. With these two maps (albedos and normals),
we can construct nine basis reflectance images as is described in
Section 3 by using Eq. (3). Any illumination can be generated by
a linear combination of these basis images. In order to give a 3D
pose to the model, we use the 3D landmarks of the new generated
3D shape. By applying a rigid body transformation (T,R,s) to these
landmarks we give any pose and size to the created face.

Fig. 4. Face synthesis process.
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If we suppose that the distance from the camera to the face is
considerably greater than the depth of the face itself, then it is rea-
sonable to use a simple orthographic projection model. Ortho-
graphic projection is the projection of a 3D object onto a plane
by a set of parallel rays orthogonal to the image plane.

Finally, we warp the frontal face to the 2D orthographic projec-
tion of the transformed 3D shape. Fig. 4 illustrates the synthesis
process.

5. Face alignment using the 3D-IAAM model

The original 2D AAM approach for face alignment presented in
[11], consists of an iterative algorithm which minimizes the resid-
ual obtained by comparing a shape-normalized region (taken from
the target image) with a reference mean-shape model which
evolves in texture in each iteration. This method supposes a con-
stant relationship between residuals and the additive increments
to the model parameters. This approximation uses a constant Jaco-
bian during all the fitting process, and works well when lighting is
uniform because texture variation is small and residuals are always
computed in the same reference frame, see [11]. Since we know, in
contrast to texture in human faces, lighting variation is not limited.
Therefore, if the initial reference model is substantially different in
lighting to that in the input image, it is not possible to consider a
constant Jacobian for all the fitting process.

In this paper, we propose an iterative fitting algorithm capable
of correcting the Jacobian in each iteration by using the current
estimation of lighting, which in turn, is used to update the refer-
ence model too.

5.1. Overview of the iterative fitting process

Once we have created the models of shape and albedo, we can
use them in the face alignment process.

The alignment process consists of an iterative algorithm which
captures a region within the input image, performs a normalization
of this region according to the current set of model parameters and
compares this normalized image with a reference model. The com-
parison is always performed into a fixed reference shape. The ref-
erence model evolves only in lighting in each iteration. The
resulting residual from that comparison is used in conjunction
with a Jacobian for calculating suitable increments to be added
to the current model parameters. During the following iteration
the new set of model parameters are used again to capture and
normalize a new region within the input image, and so on.

At the beginning of the alignment process, a set of initial model
parameters is defined by the user. Commonly, shape, albedo and
rotation parameters are initialized with zero, illumination param-
eters are initialized to a medium illumination, and translation
and scale parameters are initialized to a rough value near to the
real 2D position and size of the face. In other words, initial param-
eters are initialized in such a way that they would produce a fron-
tal mean face placed over the face in the input image.

On the other hand, at the end of the alignment process, the final
set of model parameters should be capable of synthesizing a face
image similar to the original in the input image by using the syn-
thesis process described in Section 4.3.

The normalization process over the input image is composed by
a pose normalization, a shape normalization and an albedo nor-
malization, all described in the following subsections.

5.2. Pose and shape normalization

In each iteration the model parameters of 3D shape and 3D pose
determine a 3D structure whose orthographic 2D projection is used

to define a region within the input image. This region can be
mapped to a reference shape-normalized frame.

By using the rigid body transformation parameters (T,R,s) and
the shape parameters ¢, a region in the image is sampled and
warped to the 2D mean shape frame. This new shape-normalized
image is denoted as Lgpe aligned-

5.3. Albedo normalization

A novel contribution of this work is a method for normalizing
albedo when we have an estimate of lighting and albedo parame-
ters. In fact, at the beginning of the fitting process, albedo param-
eters have a zero value, then the normalization will produce the
same image before normalization, see Eq. (13). In contrast, as the
albedo and illumination parameters get closer to the ideal values
for synthesizing a face equal to the original, then normalization
will produce an image more similar to a face with mean albedo
illuminated by the actual lighting present in the original image.
The image normalized in pose, shape and albedo, can be compared
with a reference mean-shape mean-albedo face which evolves in
lighting each iteration. The residual obtained from this comparison
will give us the possibility to use a gradient matrix, or simply a
Jacobian which is almost constant and is easily updated by using
the estimated illumination parameters.

5.3.1. Albedo normalization by using a current estimation of
parameters of albedo and illumination

In Section 3 we have showed that every illumination over a face
can be synthesized by using the following expression:

I= BH;PLL (6)

as explained before, BH;,, represents a matrix with nine columns
each one being a real and positive basis reflectance image. In order
to compact the notation, we can denote that matrix as

BopL = BHgPL (7)
then Eq. (6) can be rewritten as
Iilluminutedface = ﬂQPLL = ([)‘ T /“] . (I))L (8)

where 2 is the albedos map represented as a column vector re-
peated in order to form a matrix with the same dimensions as the
basis reflectances matrix without albedo, represented by ®. These
two matrices are multiplied in an element-wise fashion (Hadamard
product). Then, Liyminated face Can be rewritten as

Iillumina[ed face = v ((DL) (9)

Now, suppose that the fitting algorithm has successfully recovered
the shape and pose parameters corresponding to the input image. In
that situation, the process of pose and shape normalization ex-
plained in the preceding section would produce a frontal shape-
normalized face.

On the other hand, if we would know the correct illumination
parameters L of that face, we could solve for the albedo by manip-
Lﬂating ECI- (9) and using lshape aligned instead of Iilluminated faces

j _ (Ishape aligned) (10)
(L)
where the division denotes an element-wise division.
Suppose now, that we have a correct estimation of the albedo
parameters (a). Then, by using 4 and the albedo parameters (a)
we can derive an approximated mean albedo by using Eq. (5),

i~i—-Q,a (11)
Finally, we can normalize the image in albedo by using 7,
Luignea = (%) - (®L) (12)
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where L is a vector containing the current estimated illumination
parameters. We can rewrite Eq. (12) as

Ialigned = [Ishape aligned-/(q)i) - Q;,a] : ((Di) (13)
The residuals vector can be calculated as
T = Luignea — /- (®L) (14)

The energy of this residual image is a quantity to minimize by the
iterative optimization algorithm

IT[* = |Natgnea — /- (®L)||? (15)

where [/ - (®L)] represents the reference model with mean shape,
mean pose, mean albedo, but illumination determined by the last
estimated lighting parameters L. The process for obtaining residuals
in each iteration is shown in Fig. 5, where the reference model
[i- (®L)] is denoted by f.

In order to work with a more compact notation, we can view the
pose-shape and albedo normalization as an inverse transformation
to the 3D-IAAM synthesis process. Therefore, we can denote that
process as

Ialigned = Tl;l (Iinput) (1 6)

where I;np, represents the input image and p is a vector containing
the model parameters p = (T',R,s,c,LT,a’). The initial parameters
for the start of a fitting process are denoted as

T
po = (T3, R5. 5o, €}, Lj, af ) (17)

where T} is the initial position vector (xo0) given by the user.
R = (0,0,0) is the initial rotation vector, and s, the initial scale
factor (commonly equal with 1). ¢/ = (0,0,0,0,...) is the initial
shape parameters vector. LT:(LOl,LOZ,L03,LO47L05,L05,L07,L08,
LOo) is the initial illumination parameters vector. Finally, aJ =
(0,0,0,0,...) is the initial albedo parameters vector.

5.4. Modeling the residuals

During the fit, according to the last estimated parameters, the
pixels inside of a region in the image are sampled and transformed.
So, the residuals image computed with (14) is a function of the mod-
el parameters p, that is r = r(p). The first order Taylor expansion of
(14) gives r(p + p) = r(p) + &£op, here, p’ = (T'|R"|s|c[a’|L"), and
the ijth element of the matrix j—; is i, We desire to choose dp such

(‘9pj'
that it minimize |r(p + op)||>. Equating r(p + op) to zero leads to
the solution

op=-J'r(p) (18)

2 Y X L
=N = S—= /
Deforming the mean :—— &
model (WIth c) Pose, shape & albedo normalization
| |

Fig. 5. Estimation of residuals during a step of the fitting process. The mean shape is
deformed by using the current parameters ¢ and 7 (top). Then, the region within the
2D projection of this new structure is warped from the test image to the reference
mean shape frame (in the bottom and in the middle) in order to apply the process of
albedo normalization. The resulting image called Injgneq is compared with a
reference model in order to obtain a residual image.

and J~! can be calculated by pseudo-inverting the Jacobian matrix
(Moore-Penrose pseudo-inverse), or by using the normal equations:

J = (5—rr Q)il or! (19)
op Jp op

where j—; is actually a gradient matrix or Jacobian changing in each
iteration. Recalculating it at every step is expensive. Cootes et al. in
[11], assume it to be constant since it is being computed in a nor-
malized reference frame. This assumption is valid when we are only
considering variations of texture, and lighting is ignored because it
is uniform. Since texture parameters do not present a large varia-
tion between training faces, then, it is possible to compute a
weighted average of the residuals images for each displaced param-
eter in order to obtain an average constant Jacobian. In our case, we
are dealing with non-uniform illumination, therefore we propose to
construct an adaptive Jacobian as is explained later.

5.5. Iterative fitting algorithm

In [11], authors propose to utilize a precalculated constant
Jacobian matrix which is used during all the fitting process. Each
iteration, a sampled region of the image is compared with a refer-
ence face image normalized in shape which is updated only in tex-
ture according to the current estimated parameters. Ideally, this
reference image constitutes a reference model evolving in texture
which should be associated to a Jacobian evolving in texture too.
However, in practice, a mean constant Jacobian, computed from
the different textures found in the training set, is used. This con-
stant Jacobian works well in uniform lighting conditions, because
texture variation between training faces is relatively small. Never-
theless, using a constant Jacobian would produce bad alignments
in both, the approach described in [11] and in our 3D approach
[1] when the lighting of the input face is considerably different from
the lighting used during the training stage. In our 3D approach, an
ideal procedure to achieve good convergence results, at a high com-
putational cost, would be to recalculate completely the Jacobian
each iteration. This operation could be performed each iteration
by displacing the parameters of the reference model. The parame-
ters of albedo and illumination would be displaced from their cur-
rent estimated values, and the 3D shape and pose parameters from
their mean state values. All these parameter displacements would
be used to synthesize displaced face images which, in turn, would
be used for computing residuals by subtracting the images without
displacement from the displaced images. Finally, residual images
and their respective parameter displacements would be used to cal-
culate the Jacobian. This process of synthesis of multiple images
should be performed on-line during the fitting stage and certainly
would be an extremely expensive operation.

In contrast, in this paper we propose a computationally inex-
pensive way to update the Jacobian by using the current illumina-
tion parameters. Each iteration, our optimization algorithm
samples a region of the image and normalizes it in pose, shape
and albedo. Albedo normalization is performed by using the cur-
rent estimated illumination parameters. Thus, a comparison
should be computed between this normalized image and the refer-
ence mean model (a model with mean shape and albedo) illumi-
nated by using the same current illumination parameters. The
estimated residuals and an updated Jacobian (re-illuminated by
using the current estimated lighting) can be used to compute the
new parameters displacements.

Updating the Jacobian with the current estimated illumination
parameters is an easy and computationally inexpensive step, be-
cause we use the fact that lighting and albedo are separated vec-
tors and they are independent of basis reflectance images, see Eq.
(9). In training time, we construct a set of displaced images that
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will be used during the fitting stage to update the Jacobian. We
know that basis reflectances @ (without albedo) are not affected
by albedo displacements, but they can be modified by pose and
shape increments. Our model uses 33 parameters: 6 for pose, 9
for 3D shape, 9 for illumination, and 9 for albedo. We construct
15 (6 +9 =15) basis reflectance matrices ®,,ap, by displacing, in
a suitable quantity, each one of the 15 parameters of pose and
shape. That is, by using face synthesis (through our model), we
synthesize each reflectance image represented as a column within
the matrix @y, by giving the following synthesis parameters:

P:(p17p27~~-7Pi+APi,~-~7p15)T (20)

For instance, if i = 8, i.e. we are constructing the matrix for the sec-
ond shape parameter, then the generating parameters p will be:

p= (T R! s0,[0 (0+Apg) 0000000) (21)

In practice, we construct 30 basis reflectance matrices because we
consider 15 positive displacements and 15 negative displacements.
In a similar way, by displacing each parameter with a suitable incre-
ment p; + Ap; (positive and negative), we obtain 30 albedo images
for positive and negative increments in pose and shape parameters,
and 18 albedo images for positive and negative increments in albe-
do parameters. These albedo images do not have information about
lighting.

These 30 reflectance matrices and 48 albedo images are created
during training time (off-line). During the alignment stage, we can
create a Jacobian on-line according to the current parameters of
illumination L:

or ory 61'33:|

o _|\ar 238 22
op {6131 P33 @2)
where each column can be calculated as:

or; or; or; 1

—= | — X = 23
P |:api(A+) 8pi(A):| 2 @)

withi=1,2,...,33. Here, & : and g—l';'(m) can be computed as:

* OPi(A+
ﬁ — )"Pi+APi ) [q)Pi+APi L] —Jo- [(I)()L] (24)
OPia-) Ap;
or; Jpi—ap; * [ ®p,—ap L] — Ao - [@oL]
el _ ZPi—Api i i 25
0Py —Ap; @3)

where /g is the mean albedo, and @, is the matrix which columns
are the mean basis reflectances (without albedo information).
When p; corresponds to an albedo parameter, then we use
D, ap, = Py, since the reflectance matrices are not affected by albe-
do variations.

Because the Jacobian is constructed using the last estimated
lighting parameters, we denote it as j(f),

~ or

J(L) = p
The iterative fitting algorithm is outlined in Fig. 6.

Basically, the algorithm can be summarized as follows: When
the fitting process begins, Iuignes is an unprocessed region of the
test image delimited only by the position of the initial model over
the image. There is not shape or albedo normalization at this mo-
ment, so that the residual (step 2) will be computed between the
region (without transformation) and the model in a similar way
such as it is done in the 2D AAM algorithm [11]. This first residual
in combination with the Jacobian (which is a precalculated con-
stant the first time) produces (such as it happens in [11]) an addi-
tive increment vector Jp to be added to the initial parameters. op is
iteratively reduced by re-scaling it (step 15) until the energy of the
residual is lower than its initial estimate. If this value does not
decrease after a fixed number of reductions, the algorithm claims
that convergence was not reached and stops. Otherwise, if the va-
lue is lower than the initial, then the new set of model parameters
is used again to normalize a new region within the test image. The
new residual in combination with a new Jacobian is used to com-
pute a new set of increments to the parameters, and so on.

(26)

1. Project the sampled region from the input image Ij,pu¢ to the mean-shape model
frame by applying pose-shape-albedo normalization I,iignea = T’l(Ii,,Ipm) with

parameters p = po.

P

2. Compute the residual, r = Iyjigned — - (®Lg)

3. Compute the predicted displacements, dp = —[Jo] "'r(p). Where J is a Jacobian

computed in the training stage by taking little displacements of the parameters
from their initial values pg. [Jo]~! is the Moore-Penrose pseudoinverse matrix of
the Jacobian.

Take only the new estimate of illumination parameters and put the other parameters
in their initial values ignoring the estimates, po = (T, Ro, S0, €o, L, ag)

Set p = po.

Project the sampled region from the input image L;ypu to the mean-shape model
frame by applying pose-shape-albedo normalization Iojigneqd = T;l (Linput)

7. Compute the residual, r = Inigned — - (<I>I:)

Compute the predicted displacements, §p = —J~'r(p). Here J=! = [J(I:)]_l. Ja-
cobian J(L) is assembled by using the precomputed images of basis reflectance and
albedo in combination with the estimated parameters L computed in last iteration,

Using the new parameters, calculate the new face structure X and the new mean-

8. Compute the current error, £ = ||r||?
9.
see Equations 24 and 25.
10. Update the model parameters p — p + kdp, where initially k& = 1.
11.
shape reference model A - (®L).
12. Compute Lyjigned = Tp’l(Iml,“f,)
13. Calculate a new residual r = Lyjigneq — A - (®L)
14. If ||r|[* < Threshold then terminate else go to the next step
15

. If ||r||? < E, then accept the new estimate, make k = 1 and go to step 8; otherwise

go to step 10 and try at k = 0.5,k = 0.25, etc.. (In practice, after 7 attempts of
reducing k, if ||r||> > E then the fitting process is finished.)

Fig. 6. Fitting algorithm.
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Fig. 7. Two consecutive iterations of the fitting process. During the iteration It; a
region in the test image is captured and normalized according to the current
parameters p producing the image Iujignea. A residual r is calculated by comparing
laiignea With a reference shape-normalized model illuminated by the current
parameter L. An additive increment vector op is computed. Jp is iteratively
reduced by re-scaling it (step 15) until the energy of the residual is lower than its
initial estimate. When this event occurs, the new set of model parameters p’ is used
again to normalize a new region within the test image. The new residual r' in
combination with a new Jacobian J(L') is used to compute a new set of increments
to the parameters, and so on.

Fig. 7 illustrates two consecutive iterations of the fitting
process.

On the other hand, Fig. 8 shows the evolution of the model dur-
ing the fitting process. Fig. 8 is illustrative and shows only five rep-
resentative iterations in both alignments. Actually, the algorithm
takes an average of 14 iterations to reach convergence.

In practice, we have implemented this algorithm using a pyra-
mid of two resolution levels. A multi-resolution approach over-
comes to the single resolution method and improves the
convergence of the algorithm, even if we place the initial model
farther from the actual face. On the other hand, the columns within
the Jacobian matrix which correspond to illumination parameters,
are maintained fixed during the fitting process and they are precal-
culated from a mean state of uniform lighting.

6. Experimental results

In this section, a set of experiments designed to characterize
and demonstrate the capability of the 3D-IAAM for performing face
interpretation is reported. In particular, the experiments have the
objective of demonstrating that the fitting algorithm is able to
reconstruct automatically a face image from a single test image
which can exhibit a wide range in pose, identity and illumination.
We measure the ability of our model to recover 3D shape and albe-
do from face images under different lighting conditions. We show
the performance of the fitting algorithm on both situations: using a
constant Jacobian, such as is done in the original 2D AAMs, and

using our proposed method for adapting the Jacobian to the partic-
ular present lighting. The results demonstrate a superior perfor-
mance of the algorithm when an adaptive Jacobian is used.

6.1. Construction of a bootstrap set of face surfaces

6.1.1. Individuals used

We used the 10 identities contained in the Yale B Database [15].
Each subject in the database is photographed in six different poses.
For each pose many different illuminations are available.

6.1.2. Constructing a set of face surfaces

The construction of a parametric 3D shape model requires of a
set of 3D face surfaces. Each surface of this set must be manually
labeled with a set of landmarks placed over features which are
common to all human faces. The shape model will be created by
applying a statistical analysis to the set of landmarks belonging
to all the surfaces.

Therefore, an important step before the construction of the 3D
shape model is the creation of a bootstrap set of face surfaces.

We have recovered the face surfaces by mean of the method of
photometric stereo previously mentioned.

In practice, we have found that using 11 images per identity is a
sufficient quantity for recovering surfaces which are visually simi-
lar to the real ones. To avoid surface reconstruction errors caused
by cast shadows, we have carefully selected the direction of light
sources to be less or equal than 20° from the camera axis.

Each one of these 11 images correspond to a different light
source. Fig. 9 shows the recovered surfaces for individuals 1-10.

6.2. Creating a 3D shape model and a template of surface normals

In this approach, we model the 3D shape variation among hu-
man faces by applying PCA to a set of different shapes each one de-
fined as a set of 3D landmarks over the face. We manually placed
50 landmarks over each one of the face surfaces. On the other hand,
all 2D surface normals maps belonging to each individual, were re-
shaped over the 2D projection of the mean shape in order to obtain
a mean map of surface normals. This mean map was used as a tem-
plate for face synthesis during the construction of the set of basis
reflectances matrices @ (see Section 5.5).

6.3. Setup for experiments

The test set for this experiments was composed by 60 real
images (with a size of 320 x 240 pixels) taken from Yale database
B in the following manner: all images have the pose number 6
which presents a similar angle in azimuth to the left and elevation
up. This pose has an angle of 24° from the camera axis. We choose
six different illuminations for using with each one of the identities.
Each illumination is generated by a single point light source, and
its direction is specified with an azimuth angle and an elevation
angle with respect to the camera axis, see Table 1.

Fig. 8. Evolution of the synthetic face produced by the model during the fitting process, from initialization to convergence.
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Fig. 9. Surfaces 1-10.

Table 1
[lluminations used for experiments.
L1 L2 L3 L4 L5 L6
A+ 50E + 00 A+35E+15 A+10E+00 A —10E+00 A—35E+15 A — 50E + 00

The initial conditions of the model at the beginning of the fitting
process were manually setup only in translation and scale. The rest
of the parameters: rotation, 3D shape, illumination and albedo were
always initialized in their mean state for all the alignments, i.e.,
rotation: Rg =1[0,0,0],3D shape: c] = [0,0,0,0,0,0,0,0,0], albedo:
aJ =[0,0,0,0,0,0,0,0,0], and illumination: L = [0.6,0.6,0.6,0.4,
0.4,0.9,0.9,0.4,0.4] (this configuration of the intensity of the light
sources produces a mean lighting which illuminates uniformly the
face).

In all the alignments, the translation and scale parameters were
initialized with the output values of a manual pose estimator
which uses three landmarks manually placed on the two external
eye corners and on the tip of the nose. The output of this manual
estimator are rigid body parameters (T,R,s) computed by using
3D geometry. From those parameters, we only used the translation
and scale values in order to initialize the fitting process.

Our fitting algorithm is a local optimization and can fall into lo-
cal minima, particularly if the initial model is placed far from the
face to fit. We observed that the algorithm converges if we give
an initial translation value with a maximum difference of +10 pix-
els far from the ideal initial position. Therefore, the algorithm tol-
erates up to certain degree of imprecision in the initial position of
the model over the test image.

Over the test set (the 60 images) we performed 180 alignments
distributed within the following groups:

1. Group 1: 60 alignments using the fitting algorithm programmed
with four computations of the adaptive Jacobian. That is, the
algorithm has been allowed to recompute the Jacobian only
during the first four consecutive iterations.

2. Group 2: 60 alignments using the fitting algorithm programmed
with two computations of the adaptive Jacobian. That is, the
algorithm has been allowed to recompute the Jacobian only
during the first two consecutive iterations.

3. Group 3: 60 alignments using the fitting algorithm programmed
with a constant Jacobian.

Figs. 10 and 11 show 10 alignments for each one of the iden-
tities using pose number 6 and illumination L1, and 10 align-
ments using the same pose and illumination L6. In both figures,
the first and fourth columns show the original face images,
whereas the second and fifth columns show the synthetic faces
produced by the fitting process. All the alignments showed in
these figures are from Group 1 (four computations of the adaptive
Jacobian).

Fig. 12 shows the alignments belonging to Group 1 (four com-
putations of the Jacobian) for each one of the 6 illuminations for
identity 7.

6.4. Experiment 1: measuring the convergence of the fitting algorithm

As a measure of similarity between the original face images and
the synthetic images produced by our algorithm during the fit, we
have used the RMS (Root Mean Square) error. In order to show that
our algorithm converged in all the test alignments, we obtained a
mean RMS error for each one of the first five iterations of the algo-
rithm. Fig. 14a shows a decreasing RMS error depicted by the cen-
tral blue curve line, whereas perpendicular straight line segments
represent the standard deviation associated to each mean RMS
error. We observe a mean RMS error of 11 gray levels at the first
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Fig. 10. Face alignments over face images of identities 1-5 with the illuminations L1 and L6.
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Fig. 11. Face alignments over face images of identities 6-10 with the illuminations L1 and L6.

iteration and a mean RMS error of 4 gray levels at the fifth iteration. 6.5. Experiment 2: recovery of 3D shape and albedo and a measure of
The same thing occurs with the standard deviation from +3 in the quality through identification

first iteration to £1 in the fifth one. Fig. 13 shows the evolution of

the model during 12 iterations of the fitting process for identity 7 In order to measure the quality of the recovered 3D shape and

with illumination 6. albedo, we have considered that this quality is encoded into the
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Fig. 12. Alignments for identity 7 with each one of the six different illuminations.
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Fig. 13. Evolution of the fitting for identity 7 and lighting 6 in 12 iterations of the algorithm.

recovered shape and albedo parameters. These estimated shape
and albedo parameters are directly related to identity. Therefore,
it is reasonable to compare them with those stored within a gallery
containing parameters of all the training identities. In fact, PCA al-
lows the computation of the generative parameters for each train-
ing identity when the models of shape and albedo are created (see
Section 4.2).

As a previous step before performing the comparison between
estimated and stored parameters, they have to be re-scaled by
dividing them by their respective standard deviations. Then, we
measure the distance between the recovered parameters and the
original parameters from the gallery. An appropriate distance mea-
sure in this case is the cosine of the angle between both vectors.
This metric has the advantage of being insensitive to the norm of
both vectors. In fact, that norm does not modify the perceived
identity (see [28]). This operation was performed separately for
vectors of albedo and for vectors of shape.

If we denote as %(a,a;) the angle between the vector a (esti-
mated albedo parameters) and the vector a; (stored albedo param-
eters for identity i), then the cosine can be computed with the
following expression for albedo:

a A éTai
Qf =cos(x(a,a) =———— (27)
(a'a)(afa)
and the following expression for 3D shape parameters:
. ¢c
@ = cos(x(€,¢)) = ' (28)

(€'e)(cfc)

where ¢ are the estimated shape parameters vector, and i is an in-
dex which indicates the identity of the parameters vector stored
in the gallery. Because the cosine function might be negative, Q;
and Q are equated to zero in such a case. This positive cosine func-

tion works fine because we are interested on detecting only small
angles related with the presence of high similarity between faces.

In order to perform the identification, we have to combine these
two results (cosines for shape and cosines for albedo) to obtain a
single identification result. An appropriate approach to combine
both cosines is to convert them in likelihood values.

Using the known probability property which states that the
sum of all likelihoods must be 1, we can normalize the computed
cosines for albedo:

o

I = 29
O+ Q5+ + Q) (29)
and normalize the computed cosines for shape:
S
IL; = & (30)

(& + D+ Q4+ Q)

where IL{ (with i=1,2,...,10) represents the identity likelihood of
the estimated albedo for each one of the 10 identities stored in
the gallery. Similarly, IL} (withi=1,2,...,10) represents the identity
likelihood of the estimated shape for each one of the 10 identities
stored in the gallery.

Now, we can combine both likelihoods using a weighted sum.
By experimentation, we found that weights with better identifica-
tion rates are 0.6 for albedo, and 0.4 for shape. This experimental
result can be explained by the following fact: 3D shape information
of the original face is lost when the 2D image is formed. In fact, our
fitting approach has to infer a probable shape. On the other hand,
albedo which can be considered as 2D is recovered with more
accuracy. In our experimental results we saw, that in some cases,
the values of the cosine measured between the estimated shape
vector and the shape vectors from the gallery, were very similar.
These similar values of the cosine can produce confusion in the
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Mean identity likelihood obtained from alignments of all identities for each illumination,
computed between estimated and ideal parameters
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Fig. 14. (a) Evolution of RMS error in intensity difference. (b) Average (over the 10 identities) of the identity likelihood measured between estimated and ideal parameters. (c)

Identification rates for each one of the six illuminations.

decision of the identity based only on the shape. Therefore, we
considered that using probability functions instead of the cosine
values is a more appropriate way to obtain a correct decision of
the identity.

The conditional likelihoods IL{ and IL;, for albedo and shape
respectively, can be combined to obtain a single likelihood IL;:

IL; = 0.6(IL%) + 0.4(IL) (31)

For instance, if the face of the test image corresponds to the identity
i=2, then, we would expect a higher value for IL, (theoretically
IL, = 1) with respect to the values for IL; withi=1, 3, 4, 5, 6, 7, 8,
9, 10 (theoretically 0).

In order to show the probability of the algorithm to select the
correct identity under a specific illumination, we have used (from
Group 1) 10 alignments for test images of individuals i=
1,2,3,...,10 under the same illumination. Then, for each alignment
a single value IL; (with i being the test identity) was computed. For
each illumination an average of the IL; values was computed and
plotted in Fig. 14b. The little vertical segments represent the asso-
ciated standard deviation. We see that the mean IL is greater when
lighting is frontal to the face (illumination 5). Fig. 14c shows the
identification rate for each illumination. The identification rate
for each illumination is computed by summing the number of cor-
rect identifications and dividing this result by the total number of
alignments for that specific illumination. In this graph we have
plotted the identification rate computed for Group 1, Group 2,
and Group 3 of alignments.

In the case of fitting with four computations of an adaptive
Jacobian we see the worst identification rate (50%) with the illumi-
nation number 1, and the best identification rate (100%) using the
illumination number 5 which is nearly frontal to the face. A similar
relation among identification rates for all the six lightings is con-
served for the case of fitting with two computations of the adaptive
Jacobian (plot in the middle). The phenomenon is repeated again
for the case of fitting with a constant Jacobian (plot in the bottom).
Anyway, we can see an important improvement on the quality of
the reconstructions when the adaptive Jacobian is computed more
times.

We measure the quality of the recovered parameters by means
of the identification capability of our fitting algorithm. Therefore, it
is convenient to chart the IL computed between the estimated
parameters and each one of the 10 sets of real parameters for each
identity (stored in the gallery). Each graph in Fig. 15 shows the
mean IL measured with respect to each one of the 10 identities
from the gallery. The mean IL is the average of the ILs for the 6 illu-
minations of a single individual. These graphs show the identifica-
tion capability of our alignment algorithm. Most of the graphs
show a peak of the IL value just in the identity number which cor-
responds to the actual identity of the aligned image. Hence, we can
have an idea about the capability of classification of our algorithm.
The graphs in Fig. 15 were made with the alignments from Group 1
(4 computations of the adaptive Jacobian).

The fitting algorithm programmed in MATLAB with four compu-
tations of the adaptive Jacobian takes an average time of 45 s in
performing a fit, running in a Pentium IV computer with 2.4 GHz
of speed and 3GB in RAM memory. The average number of itera-
tions is 14.

6.6. Experiment 3: creating novel views from fitted faces

Using our approach, we are able to synthesize non-seen novel
views of arecovered face from a face alignment. Figs. 16 and 17 show
novel synthetic views (right) of the fitted faces (left) created by using
the estimated parameters of albedo and shape recovered with the
our fitting algorithm from the alignments of Group 1. We only have
to modify the parameters of pose and lighting in order to create no-
vel appearances of the same recovered identity. Note that the novel
views on the right column have been intentionally illuminated by a
lighting which is different from that estimated by the fit. This new
lighting illuminates with more intensity the left side of the face.

6.7. Discussion
Since it is difficult to make a mathematical demonstration about

the convergence of the fitting algorithm, we have shown through 60
different alignments that the algorithm in fact reduces the energy of
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Fig. 15. Average (over the six illuminations) of the identity likelihood measured between estimated parameters and ideal parameters of each one of the 10 identities. The
fitting process was performed over six images with different illumination of each identity (1-10).

the residual in each iteration as the optimization progresses. How-
ever, convergence cannot be reached when the initial translation
is about 10 or more pixels far way from the point in the middle of
the eyes, and the scale is greater or smaller about 20% than the actual
scale value. In respect to the quality of estimated pose, we obtained
an average error of about 3° between the pose of the reconstructions
and the actual known pose of all the test images. We did not perform
amore complete test of pose estimation because the lack of accurate
and enough ground-truth pose data.

Regarding the quality of reconstruction, we can note from Fig. ??
that the use of an adaptive Jacobian improves the quality of recon-
struction of the fitting algorithm. The more times the adaptive Jaco-
bian is computed, the more precise will be the reconstruction.

On the other hand, Fig. 15 indicates a way to measure for each
identity the probability of being the identity which appears in the
picture. This probability or likelihood is a mean probability com-

puted from six alignments of the same face but illuminated by differ-
ent lightings. From the charts we observe that in some cases there
are pairs of identities with similar values of likelihood like identities
4 with 7, identities 2 with 5, and identities 7 with 8. The explanation
isrelated to the similarities between faces encoded within the mod-
el parameters.

We have observed through experimentation that this confusion
caused by similar probabilities is greater for shape than for albedo.
A logical explanation could be that in contrast to albedo, the infor-
mation regarding to the 3D shape is lost when the image formation
process is carried out. The fitting method proposed in this paper is
capable of inferring 3D shape based on a priori knowledge obtained
during the training stage. Hence, and since there can be two human
faces similar in 2D appearance but different in depth, it is reason-
able that the depth ambiguity problem (see [16] for details) might
produce errors in the recovery of 3D shape.



208 S.E. Ayala-Raggi et al./Computer Vision and Image Understanding 115 (2011) 194-210

Synthetic faces using the obtained parameters

Obtaining parameters from the fitting process

Original Fit Wireframe Novel poses and illumination

Fig. 16. Novel views of aligned faces by modifying pose and illumination parameters. The alignments were performed over identities 1-5.

Obtaining parameters from the fitting process Synthetic faces using the obtained parameters

Original Fit Wireframe Novel poses and illumination

Fig. 17. Novel views of aligned faces by modifying pose and illumination parameters. The alignments were performed over identities 6-10.
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Finally, our alignment method is capable of synthesizing novel
views of a fitted face. That is an important issue because our model
is parametric and recovered parameters provide us with relevant
information about the face in the picture. So, creating novel views
of that face but using arbitrarily illuminations and poses can be an
important task for face interpretation purposes.

7. Conclusions and future work

This paper has addressed the problem of automatic and fast
interpretation of a face which exhibits any pose and any lighting.
Modern approaches have important limitations regarding process-
ing speed, fully automatic operation, 3D, lighting invariant and
simultaneous handling of multiple appearance variation sources.
We introduced a novel and fast method for automatic interpreta-
tion of face images from a single image. Pose, shape, albedo, and
lighting are sources of appearance variation which modify the face
image simultaneously. For that reason, trying to estimate only one
of these factors without considering the others would produce
inaccurate estimates. In order to avoid an inaccurate estimation
of each one of these sources of variation, our fitting method esti-
mates simultaneously, in each iteration, the appropriate incre-
ments for parameters of 3D shape, 3D pose, albedo and lighting.
At the end of the fitting process our proposed algorithm provides
us with a compact set of parameters of 3D pose, 3D shape, albedo
and lighting which describe the test image.

Our 3D face alignment algorithm is robust to non-uniform light-
ing and is able to fit to different identities with different albedo,
shape, pose and illumination. The proposed model is parametric,
and we claim that the parameters of 3D shape and albedo, recov-
ered by our fitting algorithm, contain the necessary information
for identification purposes. By using these estimated parameters,
it is possible to identify the individual in the image.

Our fitting algorithm is based on a priori knowledge of the rela-
tionship between the appearance variation (of the model) and the
parameters. The appearance variation of the model is produced by
changes in pose, shape, albedo and lighting. This appearance vari-
ation maintains a non-linear relationship with respect to the model
parameters. However, in the case of pose, shape, and albedo, the
appearance variation range is sufficiently small so that we can
approximate this non-linear relationship with a linear relationship
which can be easily learned. On the other hand, the range of
appearance variation produced by changes in lighting is unlimited.
Then, it is not possible to approximate the appearance variation
with respect to the lighting parameters with a simple linear rela-
tionship. Fortunately, we found a way to separate lighting from
the other sources of appearance variation, in such a way that we
can learn a linear relationship between parameters of pose, shape,
and albedo and the appearance variation caused by these parame-
ters. This learned linear relationship is completely independent
from lighting. By incorporating a particular lighting to this linear
relationship, it is possible to reconstruct a new relationship be-
tween the full appearance variation and the changes of all the
model parameters, i.e. pose, shape, albedo and lighting. This new
relationship is represented in our fitting algorithm by the adaptive
Jacobian which is reconstructed in each iteration according to the
current estimated lighting parameters.

We evaluated the performance of our fitting method by mea-
suring the quality of the recovered parameters of 3D shape and al-
bedo. In order to accomplish that process, we compared the
estimated parameters obtained in the test stage to those stored
in the gallery for each one of the identities. Then, we obtained
identification rates for each one of the lightings used in the exper-
iments. Our results, both quantitative and qualitative, show that
the method is able to align a 3D deformable model not only in
shape but also in albedo, pose and lighting simultaneously. The

identification results lead us to think that our approach could be
extended to automatic face recognition under arbitrary pose and
non-uniform illumination. Besides, the model can synthesize un-
seen face images with novel poses and novel illuminations from
the estimated parameters obtained after the fitting process.

The main contribution of this work is a method for face inter-
pretation based on analysis by synthesis. Our approach is aimed
to recover the 3D pose, 3D shape, albedo and lighting from a single
real face image by using the 3D-IAAM model. The method includes
a novel way to normalize the albedo and a novel way for updating
the Jacobian in each iteration. Both tasks use the last estimated
illumination parameters.

In our approach, the process of creating synthetic faces is used
during the synthesis of the basis reflectance images created during
the training stage. That set of images is utilized later for the on-line
construction of the Jacobian during the test stage. We could im-
prove the accuracy in the synthesis of lighting by refining the map-
ping of the normals from the mean model to the new deformed
model. Presently, this mapping is purely 2D, but because our shape
model is 3D, normals can be reoriented according to the new 3D
position of each triangular facet. A more accurate representation
of lighting should improve the recovery of 3D shape and albedo,
and therefore the identification rate.

We think that our method can also be optimized in fitting speed
by reducing the times that the Jacobian is updated. According to
the initial estimated lighting it would be possible to establish a cri-
terium to determine the minimum necessary number of Jacobian
updates, while is preserved an acceptable alignment. Also, a robust
face recognition scheme can be implemented if we increase the
number of identities for training, in such a way, that they have
the enough kinds of extreme variations in shape and albedo for
modeling all intermediate possibilities.

There are many interesting avenues of future work. With a care-
ful selection of the faces for the training set, our method can be ex-
tended to a generic person-independent automatic 3D face
interpretation system, useful for face recognition in difficult condi-
tions of lighting and pose. Combined with other methods for iden-
tification, this kind of generic approach can be a suitable part of a
complete biometric system for identity recognition.
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