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Abstract Most of the current algorithms for mining frequent patterns assume that two
object subdescriptions are similar if they are equal, but in many real-world problems some
other ways to evaluate the similarity are used. Recently, three algorithms (ObjectMiner,
STreeDC-Miner and STreeNDC-Miner) for mining frequent patterns allowing similarity
functions different from the equality have been proposed. For searching frequent patterns,
ObjectMiner and STreeDC-Miner use a pruning property called Downward Closure property,
which should be held by the similarity function. For similarity functions that do not meet this
property, the STreeNDC-Miner algorithm was proposed. However, for searching frequent
patterns, this algorithm explores all subsets of features, which could be very expensive.
In this work, we propose a frequent similar pattern mining algorithm for similarity functions
that do not meet the Downward Closure property, which is faster than STreeNDC-Miner and
loses fewer frequent similar patterns than ObjectMiner and STreeDC-Miner. Also we show
the quality of the set of frequent similar patterns computed by our algorithm with respect
to the quality of the set of frequent similar patterns computed by the other algorithms, in a
supervised classification context.
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1 Introduction

Data Mining emerged as an important research area at the beginning of the 1990s [1].
In Data Mining, the search of frequent patterns (frequent pattern mining) is a task in which
lots of research have focused their attention. Since then, frequent pattern mining is usually the
first and most expensive step of Association Rule Mining, another well-known and widely
studied Data Mining task. Also, it is fundamental for many other data mining tasks, such as
sequential patterns [4], episodes [16], associative classification [14], subspace clustering [2],
causality [23] and partial periodicity [9]. Besides, frequent patterns describe regularities of
a dataset and they could represent very important and hidden knowledge as user’s profiles,
modus operandi of some actions, syndromes, risk factors, etc. [10,12,13,15,26].

A frequent pattern is a combination of feature values of the objects of study that appears
in a dataset with a frequency not less than a user-specified frequency threshold.

Most of the current algorithms for mining frequent patterns [8,5] assume that two object
descriptions are similar when they are equal. However, in many real-world problems, object
descriptions could be considered as similar whether they are equal or not. In those prob-
lems, the concept of similarity between object descriptions or its opposite, the concept of
dissimilarity (not necessarily a distance) is usually employed to compare objects and count
how many times an object appears in a dataset [11]. However, two real-world objects are
not always exactly the same. In addition, and as a consequence, other concepts of similarity
(not necessarily the opposite or the inverse of a distance, even not necessarily symmetric) are
frequently used in soft sciences (geology [7], medicine [18,19], sociology [22], etc.) to make
decisions. Furthermore, this concept has been employed in other areas such as information
retrieval and document analysis [20,24,25].

A frequent similar pattern [5,21] is a combination of feature values of the object of
study, such that, the accumulation of frequency of its similar patterns is no less than a user-
specified frequency threshold. For example, if we have an MP3 Player, an MP4 Player, a
Mouse and a Keyboard and the frequency threshold is 2 of 4 items, then the MP3 Player is a
frequent similar pattern because the MP4 Player includes the functionalities of the MP3
Player. Therefore the MP4 Player can be considered similar to the MP3 Player in a certain
sense. Consequently, 2 of the 4 items are similar to an MP3 Player. Notice that in this example
the similarity is not symmetric because the MP3 Player does not include all functionalities
of the MP4 Player and then, the MP4 Player is not a frequent similar pattern.

Another more complex example is the following. Given the dataset described by numer-
ical and not numerical features (Mixed Data) shown in Table 1, assuming 0.6 as frequency
threshold and using the traditional frequent pattern definition, the only frequent combination
of feature values is (Married = No), which appears 4 times in the 6 objects of the dataset.

However, if we use the frequent similar pattern definition considering that

Table 1 Example of a mixed
dataset

� Age (A) Car (C) Married (M)

O1 23 Compact No

O2 25 Big No

O3 25 Medium No

O4 29 Medium No

O5 34 Big Y es

O6 38 Fancy Y es
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Table 2 Frequent similar
patterns

Patterns Frequency

(Age = 25) 0.66

(Age = 29) 0.66

(Car = Medium) 0.83

(Car = Big) 0.83

(Married = No) 0.66

(Age = 25, Car = Medium) 0.66

(Age = 29, Car = Medium) 0.66

(Age = 25, Married = No) 0.66

(Car = Medium, Married = No) 0.66

(Age = 25, Car = Medium, Married = No) 0.66

– two ages are similar if the absolute value of their difference is at most 5 years;
– compact cars are similar to medium cars, medium cars are similar to compact cars and

big cars; big cars are similar to medium cars and fancy cars, and fancy cars are similar to
big cars.

then the frequent similar patterns in the dataset of Table 1 and their frequencies would be
those shown in Table 2.

As it can be appreciated, the use of different similarity functions (between feature values
and object descriptions) produces patterns which are hidden for algorithms that assume that
two object descriptions are similar when they are equal.

On the other hand, the cardinality of the search space for finding frequent similar patterns
is exponential with respect to the number of features used for describing objects. In order
to prune this space, a property named Downward Closure [21] has been applied. It says, in
the context of frequent similar patterns, that all superdescriptions of a non-frequent similar
pattern are also non-frequent similar patterns (Property 2.1).

For mining frequent similar patterns using Boolean (symmetric and non-symmetric) simi-
larity functions that satisfy the Downward Closure property, two algorithms ObjectMiner [6]
and STreeDC-Miner [21] have been proposed. On the other hand, for mining frequent similar
patterns using Boolean (symmetric and non-symmetric) similarity functions that do not hold
the Downward Closure property, the STreeNDC-Miner algorithm, which makes an exhaustive
search [21], has also been proposed.

In this paper, we propose a frequent similar pattern mining algorithm for Boolean similarity
functions that do not hold the Downward Closure property, which unlike STreeNDC-Miner,
prunes the search space. Additionally, the proposed algorithm finds some similar patterns
that are not obtained either by ObjectMiner or STreeDC-Miner.

The outline of this paper is as follows. Section 2 is dedicated to providing basic concepts.
In Sect. 3, related works are reviewed. Section 4 describes the proposed algorithm. Finally,
in Sects. 5 and 6, the experimental results and conclusions are exposed.

2 Basic concepts

Let � = {O1, O2, . . . , On} be a dataset. Each object is described by a set of features R =
{r1, r2, . . . , rm} and represented as a tuple (v1, v2, . . . , vm) where vi ∈ Di (Di is the domain
of ri , 1 ≤ i ≤ m). A subdescription of an object O for a subset of features S ⊆ R denoted
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as IS(O), is the description of O in terms of the features in S. O[r ] denotes the value of
O on the feature r ∈ R. Each subset of features, S ⊆ R, S �= ∅, has associated a Boolean
similarity function fS between subdescriptions of objects1 [17]. Given two subdescriptions
IS(O), IS(O ′), with O, O ′ ∈ �, fS(O, O ′) = 1 means that O is similar to O ′ with respect
to S and fS(O, O ′) = 0 means that O is not similar to O ′ with respect to S. Two examples
of Boolean similarity functions are as follows:

fS(O, O ′) =
{

1 if ∀r ∈ S|Cr (O[r ], O ′[r ]) = 1
0 otherwise

(1)

fS(O, O ′) =
{

1 if |{r∈S|Cr (O[r ],O ′[r ])=1}|
|S| ≥ α

0 otherwise
(2)

where Cr : Dr × Dr → {0, 1} is a comparison function between values of feature r . Two
examples of comparison functions are as follows:

Cr (x, y) =
{

1 if x = y
0 otherwise

(3)

Cr (x, y) =
{

1 if |x − y| ≤ ε

0 otherwise
(4)

Notice that the use of similarity function (1) with the comparison function (3) produces
the equality function. However, the use of similarity functions (1) or (2), combining the
comparison function (3) with at least one comparison function (4) setting ε �= 0, produces
similarity functions different from the equality.

Let IS(O) be a subdescription, O ∈ �, S ⊆ R, S �= ∅, and fS be a Boolean similarity
function; then the frequency of IS(O) in � for fS is defined as:

fS- f req(O) = |{O
′ ∈ � | fS(O, O ′) = 1}|

|�| (5)

A subdescription IS(O) is a fS-frequent subdescription in �, also called frequent similar
pattern, if its frequency fS- f req(O) is no less than a threshold minFreq [21].

Given a dataset �, a Boolean similarity function fS and a frequency threshold minFreq ,
the frequent similar pattern mining problem on mixed data using fS , consists in finding all
frequent similar patterns in �.

The Downward Closure property [21], in the context of frequent similar patterns, is defined
as follows:

Property 2.1 ( fS-Downward Closure) Let fS be a similarity function, then fS holds the
Downward Closure property iff for all S1, S2, O, such that, S1 ⊆ S2 ⊆ R, S1 �= ∅, O ∈ �:

[ fS1 - f req(O) < minFreq] ⇒ [ fS2 - f req(O) < minFreq]
As we mentioned before, the fS-Downward Closure property has been used for pruning

the search space during the frequent similar pattern mining. However, not all similarity func-
tions hold this property. For example, the similarity function (2) with α �= 1 and using the
comparison function (3) does not hold the fS-Downward Closure property.

We say that a similarity function fS is non-increasing with respect to the cardinality of S
iff for all S1 ⊆ S2 ⊆ R, S1 �= ∅, O, O ′ ∈ � fS1(O, O ′) ≥ fS2(O, O ′). Based on this we
have:

1 fS(O, O ′) denotes the similarity between O and O ′ using their subdescriptions IS(O) and IS(O ′).
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Proposition 2.1 If fS is a non-increasing similarity function with respect to the cardinality
of S, then fS holds the fS-Downward Closure property.

Proof If for all S1, S2, O, O ′ such that S1 ⊆ S2 ⊆ R, S1 �= ∅, O, O ′ ∈ �, fS1(O, O ′) ≥
fS2(O, O ′) then:

|{O ′ ∈ � | fS1(O, O ′) = 1}| ≥ |{O ′ ∈ � | fS2(O, O ′) = 1}|
|{O ′ ∈ � | fS1(O, O ′) = 1}|

|�| ≥ |{O
′ ∈ � | fS2(O, O ′) = 1}|

|�|
fS1 - f req(O) ≥ fS2 - f req(O)

�
A subdescription IS(O) is considered a fS-interesting pattern if IS(O) is a fS-frequent

subdescription or it contributes to the frequency of a fS-frequent subdescription IS(O ′) (i.e.,
fS(O ′, O) = 1).

Notice that if fS holds the fS-Downward Closure property and IS(O) is a non
fS-interesting pattern, then all superdescriptions of IS(O) are non fS-interesting patterns
too. Therefore, IS(O) and all its superdescriptions should not be considered for computing
the frequency of frequent similar patterns. On the other hand, if fS holds the fS-Downward
Closure property, but IS(O) is a fS-interesting pattern, then its superdescriptions can con-
tribute to the frequency of other patterns.

Two related processes for building frequent similar pattern candidates are the combination
and expansion procedures. The combination procedure consists in obtaining a subdescription
with k+1 features from two subdescriptions with k features, such that they share k−1 feature
values. The expansion procedure consists in obtaining a subdescription with k + 1 features
from one subdescription with k features, by adding a feature value, such that the added feature
is posterior to all features of the subset of features, taking into account a predefined order in
the set of features R.

3 Related works

As we mentioned in the introduction, there are three algorithms for mining frequent
similar patterns, all of them for Boolean similarity functions. ObjectMiner [6] and
STreeDC-Miner [21] assume that the similarity function holds the Downward Closure prop-
erty; and STreeNDC-Miner [21] does not assume it.

ObjectMiner was inspired in the Apriori Algorithm [3]. It works following a breadth
first search strategy: first, for each feature, all the frequent similar values (frequent similar
subdescriptions with only one feature), are determined. Afterward, for each pair (Pi , Pj ) of
frequent similar subdescriptions with k − 1 features, found in the iteration k − 1, such that
Pi and Pj have a common subdescription with k − 2 features, they are combined in order to
create a new candidate subdescription with k features (see Fig. 1). In this step, for each pair
(Pi , Pj ) of frequent similar subdescriptions with k−1 features and a common subdescription
with k − 2 features, the next process is done:

– The combination P∗ from Pi and Pj is obtained.
– The set of candidates to be similar to P∗ is obtained by means of intersecting the set of

subdescriptions similar to Pi and the set of subdescriptions similar to Pj .
– From these candidates, the set of subdescriptions similar to P∗ is obtained.
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Fig. 1 Combination of subdescriptions with k − 1 features into subdescriptions with k features

– The frequency of P∗ is computed.
– If the frequency of P∗ is equal or greater than minFreq then P∗ is a frequent similar

subdescription.

This process finishes when a step does not produce any frequent similar subdescription
with k features.

The main weakness of ObjectMiner is that although descriptions or subdescriptions of
objects are usually repeated in the datasets, it does not use this fact in order to reduce the
number of operations on subsequent steps. For this reason, the similarity between repetitions
of the same subdescription are computed, causing an additional and unnecessary computa-
tional effort. Also storing the set of similar subdescriptions (including its repetitions) for each
frequent subdescription affects ObjectMiner when it processes datasets with many objects.

STreeDC-Miner was focused on solving the main weakness of ObjectMiner. In order to
do that STreeDC-Miner assumes an order between the features that describe the objects,
and works following a depth first search strategy: first, it determines all the frequent similar
values for each feature. In order to search for the frequent similar values for each feature
(in general, the frequent similar patterns for a set of features S), the feature values are added
to a structure called ST ree, in which equal subdescriptions are grouped. Thus, for computing
the similarity between subdescriptions, only one subdescription for each group is considered,
which reduces the number of similarity function evaluations. Afterward, through a recursive
procedure, the frequent similar patterns obtained for each subset of features are expanded to
frequent similar pattern candidates by adding a feature value, such that the added feature is
posterior to all features of the subset of features, taking into account the feature order. The
frequent similar pattern candidates and the expansions of the non- frequent similar patterns
that are interesting patterns, are added to a ST ree structure. Their similarities are computed
from the similarities of the subdescriptions they come from. Thus, in the similarity computa-
tion, the similarity between two subdescriptions are only computed if the patterns they come
from are similar. Also the frequency of all frequent similar pattern candidates is computed.

The structure called ST ree (Fig. 2), is a tree in which each path from the root to a leaf
represents a subdescription P . Each leaf contains: P.objs, the list of objects having the same
subdescription that P; P.similars, the list of subdescriptions to which P is similar; P.c=,
the number of occurrences of the subdescription P in the dataset (length of P.objs); and
P.c≈ the number of subdescriptions, which are similar to P , in the dataset (if the similarity
function is symmetric then P.c≈ = |P.similars|).

STreeDC-Miner, unlike ObjectMiner, reduces the number of times the similarity func-
tion is evaluated for repetitions of the same subdescription and it needs less memory than
ObjectMiner. Nevertheless, both STreeDC-Miner and ObjectMiner, assume that the simi-
larity function holds the Downward Closure property. For this reason, when the similarity
function does not hold the Downward Closure property, both algorithms improperly prune
the search space and lose many frequent similar patterns.

For mining frequent similar patterns, using Boolean similarity functions that do not
hold the Downward Closure property, the STreeNDC-Miner [21] algorithm was proposed.
STreeNDC-Miner does not prune the search space, it finds the similar frequent patterns for
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Fig. 2 Example of ST ree{r1,r2,r3} for the dataset � = {O1, O2, O3, O4, O5}, the similarity function (2)
with α = 0.5 and the comparison function (3) for each feature

all S ⊆ R, S �= ∅. However, the computational effort for searching frequent similar patterns
is reduced using a top down strategy together with the ST ree structure.

STreeNDC-Miner, like STreeDC-Miner, assumes an order among the features that describe
the objects, and follows a depth first search strategy. But, unlike STreeDC-Miner, in order
to search for frequent similar patterns, all reductions of R, by means of consecutive direct
reductions, are obtained, where a direct reduction of a subset of features consists in removing
a feature, such that the removed feature is posterior to all features already removed.

First, all objects are added to a ST ree structure; their similarities and their frequencies
are computed; and frequent similar patterns involving all the features are obtained. Later, for
each reduced subset of R, the subdescriptions stored in the ST ree structure corresponding to
the subset from which the reduced subset comes from, are added to a new ST ree structure,
their similarities and their frequencies are computed; and the frequent similar patterns for the
reduction are obtained too. As a consequence of the top down strategy, if two subdescriptions
are equal for a subset of features S, then they are added to the ST ree structure. Also, in the
similarity computation, like STreeDC-Miner, only one subdescription by group is considered,
which reduces the number of similarity function evaluations.

The main weakness of STreeNDC-Miner is that it does an exhaustive search of frequent
similar patterns, which requires runtimes longer than the previous algorithms.

4 RP-Miner algorithm

If a similarity function fulfills the fS-Downward Closure property, then combinations (on
ObjectMiner) or expansions (on STreeDC-Miner) of non fS-frequent subdescriptions for find-
ing fS-frequent subdescriptions have no sense. Therefore, the search space can be pruned.
However, when the fS-Downward Closure property is not held, then some superdescrip-
tions of non- fS-frequent subdescriptions could be fS-frequent subdescriptions. To face
this problem, we introduce a new algorithm that unlike ObjectMiner, which only combines
fS-frequent subdescriptions, and STreeDC-Miner, which adds to a fS-frequent subdescrip-
tion any other feature values following a predefined order; adds to a fS-frequent subdescrip-
tion any other feature value (without order), while the obtained subdescription has not been
previously analyzed.

In Fig. 3, a dataset � = {O1, O2, O3, O4, O5}, the search space for this dataset and the
frequency fS- f req of each subdescription, are showed. In order to compute fS- f req , the
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Fig. 3 Search space for the dataset � = {O1, O2, O3, O4, O5}

similarity function (2) with α = 0.5 (that does not hold the fS-Downward Closure property),
and the comparison function (3) for each feature, were used. Considering minFreq = 0.8, in
Fig. 3 the non-frequent similar patterns appear in black cells and the frequent similar patterns
appear in white cells. For each frequent similar pattern IS(O), the color of the cell, in which
its fS- f req value appears represents:

White. All subdescriptions IS′(O), such that S′ ⊂ S, are frequent similar patterns too.
Light Gray. Not all subdescriptions IS′(O), such that S′ ⊂ S, are frequent similar patterns,

but there is at least one frequent similar pattern IS′(O), such that S′ ⊂ S, |S′| =
|S| − 1.

Dark Gray. Neither all subdescriptions IS′(O), such that S′ ⊂ S, are frequent similar pat-
terns nor there is at least a frequent similar pattern IS′(O), such that S′ ⊂
S, |S′| = |S| − 1.

In this example, there are only 3 frequent similar patterns with white frequency cells, and
there are 19 frequent similar patterns with light gray frequency cells and only one frequent
similar pattern, with dark gray frequency cell.

The algorithms that explore and prune the search space using the fS-Downward Closure
property (ObjectMiner and STreeDC-Miner) would only find those frequent similar patterns
with white frequency cells. On the other hand, since the non- frequent similar patterns that
are fS-interesting patterns are not pruned, STreeDC-Miner would find some of the frequent
similar patterns with light gray frequency cells.

On the other hand, for each frequent similar pattern IS(O) with light gray frequency
cell, there is at least one sequence S1, S2, . . . , Sk , such that Sk = S; for all i < k, Si ⊂
Si+1; |Si+1| = |Si | + 1; and ISi (O) is a frequent similar pattern with white or light gray

123



RP-Miner: a relaxed prune algorithm for frequent similar pattern mining 459

frequency cell. Therefore, each frequent similar pattern IS(O) can be constructed by expand-
ing another frequent similar pattern IS′(O), such that S′ ⊆ S and |S′| = |S| − 1, by adding
one feature value.

4.1 Relaxed prune

In this section, we introduce a new expansion process for searching frequent similar patterns,
starting from the frequent similar patterns with just one feature. The expanded patterns of
each similar pattern IS(O) are obtained adding a feature r ∈ R to S.

Obviously, there could exist more than one sequence S1, S2, . . . , Sk for building a pattern
ISk (O). Therefore, each pattern could be obtained by the expansion of several frequent sim-
ilar patterns. For example, in Fig. 3, pattern (a, -, 0, ♦) can be obtained by expanding the
patterns (-, 0, ♦), (a, 0, ♦), (a, -, ♦), and (a, -, 0).

However, if an expanded pattern has already been analyzed (to verify if it is a frequent sim-
ilar pattern), and it is obtained again through another way, then it would be neither analyzed
again nor expanded. Only, expanded patterns, that have not been analyzed, are considered as
candidates to be frequent similar patterns.

In this process, the similarity between two expanded patterns is only computed if the
patterns they were obtained from are similar.

The expansion process for the example of Fig. 3 is showed in Fig. 4. As it can be seen,
none of the non-frequent similar patterns were expanded. However, each expansion IŜ(O)

of a non-frequent similar pattern IS(O) can be obtained through another way, if there is at
least a frequent similar pattern IS′(O) such that S′ ⊂ Ŝ and |S′| + 1 = |Ŝ|. For example, the
non-frequent similar pattern (a) is not expanded, but its expansion (a, -) is obtained when
the frequent similar pattern (-) is expanded.

Following the expansion process described before, unlike ObjectMiner and STreeDC-
Miner which prune all non-frequent similar patterns, only the non-frequent similar patterns
IS(O) where there is no sequence S1, S2, . . . , Sk , such that Sk = S; for all i < k, Si ⊂
Si+1; |Si+1| = |Si | + 1; and ISi (O) is a frequent similar pattern, are pruned. We call this
procedure Relaxed Prune.

4.2 Proposed algorithm

In this section, we introduce a new algorithm for mining frequent similar patterns using a
similarity function that does not hold the Downward Closure property based on the relaxed
prune introduced in Sect. 4.1. We call this algorithm RP-Miner (Algorithm 1).

The idea of this algorithm is the following: First, all single frequent similar feature values
are calculated. Then, each obtained frequent similar pattern is successively expanded while
it has not been previously analyzed.

At the beginning, the set of analyzed patterns (W ), the set of frequent similar patterns
( f requents), and the expanded set of features (Ŝ) are empty sets; and ST reeS is null.

In order to search for the frequent similar patterns from each Ŝ, we use an ST reeŜ
structure.

According to the size of Ŝ, we distinguish three cases:

1. Ŝ = ∅. The algorithm is recursively called for each r ∈ R (lines 27–29)
2. |Ŝ| = 1. All the objects in � are added to ST reeŜ (lines 4–7). After that,

the similarities between all subdescriptions in ST reeŜ are computed, and for each
subdescription P , the list P.similars is updated (lines 8–10). Later, for each
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Fig. 4 Expansion process for mining frequent similar patterns on the dataset showed in Fig. 3

subdescription P in ST reeŜ, P.c≈ is computed; the frequent similar patterns in
ST reeŜ are also computed and the set of frequent similar patterns is updated (lines
22–26). Finally, if the set of frequent similar patterns in ST reeŜ is not empty,

the algorithm is recursively called for adding each r ∈ R to Ŝ (lines 27–29)
3. |Ŝ| > 1. For each fS-interesting pattern P in ST reeS , the objects in P.objs,

which have not been analyzed, are added to ST reeŜ and they are added to the set
of analyzed patterns (lines 12–18). After that, only the similarity values between
all subdescriptions in ST reeŜ , such that their similarities regarding S are dif-
ferent from zero, are computed. For each subdescription P , the list P.similars
is updated (lines 19–21). This reduces the number of similarity function evalua-
tions. Later, for each subdescription P in ST reeŜ, P.c≈ is computed; the frequent
similar patterns in ST reeŜ are also computed; and the set of frequent similar
patterns is updated (lines 22–26). Finally, if the set of frequent similar patterns
in ST reeŜ is not empty, the algorithm is recursively called for adding each r ∈ R to Ŝ
(lines 27–29).
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Algorithm 1: R P-Miner(ST reeS, Ŝ)

1 if Ŝ �= ∅ then
2 ST reeŜ ←empty ST ree structure

3 if |Ŝ| = 1 then
4 foreach O ∈ � do
5 if ¬ST reeŜ .contain(IŜ(O)) then
6 ST reeŜ .add(O)

7 ST reeŜ .IŜ(O).c= ← ST reeŜ .IŜ(O).c= + 1

8 foreach P, P ′ ∈ ST reeŜ do
9 if f Ŝ(P, P ′) = 1 then

10 P ′.similars ← P ′.similars ∪ P

11 else
12 foreach P ∈ ST reeS such that P is fS-interesting do
13 foreach O ∈ P.objs do
14 if IŜ(O) �∈ W then
15 if ¬ST reeŜ .contain(IŜ(O)) then
16 ST reeŜ .add(O)

17 W ← W ∪ IŜ(O)

18 ST reeŜ .IŜ(O).c= ← ST reeŜ .IŜ(O).c= + 1

19 foreach P, P ′ ∈ ST reeŜ such that IS(P) ∈ IS(P ′).similars do
20 if f Ŝ(P, P ′) = 1 then
21 P ′.similars ← P ′.similars ∪ P

22 foreach P ∈ ST reeŜ do
23 foreach P ′ ∈ P.similars such that P ′ �= P do
24 P ′.c≈ ← P ′.c≈ + P.c=
25 local Frequents ← {P ∈ ST reeŜ : P.c= + P.c≈ ≥ minFreq}
26 f requents ← f requents ∪ local Frequents

27 if Ŝ = ∅ or local Frequents �= ∅ then
28 foreach r ∈ R − Ŝ do
29 R P-Miner(ST reeŜ , Ŝ ∪ {r})

5 Experimental results

In this section, we compare the proposed algorithm RP-Miner (RPM) against ObjectMin-
er (ObjMiner), STreeDC-Miner (STDC), and STreeNDC-Miner (STNDC) algorithms. We
divided the experimental results in two sections. In the first section, a comparison in terms
of the time needed to mine the frequent similar patterns and the number of frequent similar
patterns mined by each algorithm was done. In the second section, we compare the quality
of the set of frequent similar patterns obtained by each algorithm.

5.1 Efficiency and effectiveness of the algorithms

Since the frequent similar pattern mining problem consists in finding all frequent similar
patterns, the effectiveness of an algorithm for frequent pattern mining is measured as the
number of frequent similar patterns mined by it, whereas the efficiency is measured as the
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Table 3 Description of the datasets used in the experiments

Dataset Objects Numerical features Non numerical features

Car Evaluation 1728 2 5

Contraceptive Method Choice 1473 2 8

Census 32561 3 9

Poker Hand 1000000 5 6

Fig. 5 Runtime for a Car Evaluation and b Contraceptive Method Choice

runtime spent for mining the frequent similar patterns. Additionally, some other measures
like the number of similarity evaluations, as well as the ratio between the number of frequent
similar patterns and the runtime, are also used. The comparison using each measure was
done for different values of the minFreq threshold. Table 3 gives a description of the data-
sets2 used in our experiments. We consider that Car Evaluation and Contraceptive Method
Choice datasets are not large datasets, but Census and Poker Hand are large datasets. First,
we describe the results for non-large datasets and later for large datasets.

For the experiments, we used the similarity function (2) with α = 0.7 for all datasets,
which does not satisfy the fS-Downward Closure property.

For Car Evaluation, we used the comparison function (4) with ε = 2 for features Doors
and Persons, respectively; and for the remaining features, we used the function (3). For Con-
traceptive Method Choice and Census, we used the comparison function (4) with ε = 5 for
feature Age and for the remaining features we used the function (3). For Poker Hand, we
used the comparison function (3) for all features.

In Fig. 5a, b, the runtime of the algorithms for Car Evaluation and Contraceptive Method
Choice are shown.

As we expected, in both datasets, the runtime of RP-Miner was longer than the runtime of
STreeDC-Miner and ObjectMiner but it was shorter than the runtime of STreeNDC-Miner.
This is a consequence of the number of frequent similar patterns found (see Fig. 7a, b) by
RP-Miner and the number of similarity function evaluations computed (see Fig. 6a, b) by
RP-Miner.

The number of frequent similar patterns found for Car Evaluation and Contraceptive
Method Choice are shown in Fig. 7a, b. It is worthwhile to underline that STreeNDC-Miner
finds all frequent similar patterns, while ObjectMiner and STreeDC-Miner, which assume
that fS fulfills the fS-Downward Closure property, can do not find all frequent similar pat-
terns. Also RP-Miner can does not find all frequent similar patterns. However, the use of the

2 http://archive.ics.uci.edu/ml/datasets.html.

123

http://archive.ics.uci.edu/ml/datasets.html


RP-Miner: a relaxed prune algorithm for frequent similar pattern mining 463

Fig. 6 Number of similarity function evaluations for a Car Evaluation and b Contraceptive Method Choice

Fig. 7 Number of frequent similar patterns for a Car Evaluation and b Contraceptive Method Choice

relaxed prune allows RP-Miner to find many frequent similar patterns that ObjectMiner and
STreeDC-Miner miss.

Notice that, in Car Evaluation for minFreq = 0.02, respect to the frequent similar pat-
terns obtained by STreeNDC-Miner, ObjectMiner lost up to 14,168 (70.64%) frequent sim-
ilar patterns and STreeDC-Miner lost up to 3,805 (18.97%) frequent similar patterns, while
RP-Miner lost fewer frequent similar patterns (3,279, 16.35%) (see Fig. 7a). For the other
values of minFreq , the number of frequent similar patterns lost by the algorithms is less,
however, RP-Miner always lost fewer frequent similar patterns than ObjectMiner and
STreeDC-Miner.

Analogously, in Contraceptive Method Choice for minFreq = 0.02, compared to the
frequent similar patterns obtained by STreeNDC-Miner, ObjectMiner lost up to 412,977
(91.27%) frequent similar patterns and STreeDC-Miner lost up to 278,031 (61.45%) frequent
similar patterns, while RP-Miner lost fewer frequent similar patterns ( 263,197, 58.17%) (see
Fig. 7b). For the other values of minFreq , the number of frequent similar patterns lost by
the algorithms is also less, however, RP-Miner always lost fewer frequent similar patterns
than ObjectMiner and STreeDC-Miner.

Another relevant point is that, in both datasets Car Evaluation and Contraceptive Method
Choice, the ratio between the number of frequent similar patterns and the runtime for our
algorithm was greater (up to 1.6 and 3.1 times, respectively for minFreq = 0.02) than the
ratio for STreeNDC-Miner (see Fig. 8a, b). In addition, our algorithm sometimes obtained
values for this measure greater than those obtained by ObjectMiner.

The number of frequent similar patterns found for the large datasets Poker Hand and Cen-
sus, are shown in Fig. 9a, b. These datasets contain much more objects than Car Evaluation
and Contraceptive Method Choice. Although STreeNDC-Miner is the most effective algo-
rithm (since it can find all frequent similar patterns), it is very slow because it performs an
exhaustive search of frequent similar patterns. It is important to highlight that for Poker Hand
and Census datasets using (minFreq = 0.02) STreeNDC-Miner was unable to finish after
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Fig. 8 Ratio between the number of frequent similar patterns and the runtime for a Car Evaluation and
b Contraceptive Method Choice

Fig. 9 Number of frequent similar patterns for a Poker Hand and b Census

Fig. 10 Runtime for a Poker Hand and b Census

Fig. 11 Number of similarity function evaluations for a Poker Hand and b Census

10 days. For this reason, the STreeNDC-Miner results were not plotted and not compared
with the other algorithms.

As in the previous datasets, in Poker Hand and Census, the runtime of RP-Miner was
longer than the runtime of ObjectMiner and STreeDC-Miner (see Fig. 10a, b). Furthermore,
this is a consequence of the number of frequent similar patterns found (see Fig. 9a, b) and
the number of similarity function evaluations computed (see Fig. 11a, b) by RP-Miner.
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Fig. 12 Ratio between the number of frequent similar patterns and the runtime for a Poker Hand and b Census

However, in these datasets, the number of frequent similar patterns (see Fig. 9a, b) obtained
by RP-Miner and lost by ObjectMiner and STreeDC-Miner was much bigger than the ones
lost in the previous datasets.

It can be noticed that ObjectMiner and STreeDC-Miner lost more frequent similar pat-
terns compared to the frequent similar patterns obtained by RP-Miner in Poker Hand for
minFreq = 0.02 (see Fig. 9a). For the other values of minFreq , in this database the num-
ber of frequent similar patterns found by the algorithms was similar. Nevertheless, RP-Miner
always lost fewer or the same frequent similar patterns than ObjectMiner and STreeDC-Miner.

Analogously, ObjectMiner and STreeDC-Miner lost more frequent similar patterns with
respect to the frequent similar patterns obtained by RP-Miner in Census for minFreq = 0.02
(see Fig. 9b). For the other values of minFreq , like in previous dataset, the number of fre-
quent similar patterns found by the algorithms was similar, and RP-Miner always lost fewer
or the same frequent similar patterns than ObjectMiner and STreeDC-Miner.

In addition, in both datasets, the ratio between the number of frequent similar patterns
and the runtime for our algorithm was sometimes greater than the ratio for ObjectMiner
(Fig. 12a, b).

Based on these experiments, we can affirm that our algorithm is more efficient that
STreeNDC-Miner and more effective than ObjectMiner and STreeDC-Miner.

Concerning the minFreq threshold, we can see that for all the datasets when the
minFreq increases, the number of frequent similar patterns obtained by all the algo-
rithms decreases, or remains equal (see Figs. 7, 9). Besides, small values of minFreq favor
RP-Miner if compared against ObjectMiner and STreeDC-Miner. Additionally, for Object-
Miner, STreeDC-Miner and RP-Miner, due to the prune, the number of candidates to frequent
similar patterns and the number of similarity function evaluations tend to decrease when the
minFreq value increases, while for STreeNDC-Miner, due to the exhaustive search, the
number of candidates to frequent similar patterns and the number of similarity function
evaluations tend to remain similar when the minFreq value increases.

5.2 Quality of the set of frequent similar patterns

Although the proposed algorithm (RP-Miner) obtains more frequent similar patterns than
ObjectMiner and STreeDC-Miner, obtaining a bigger set of frequent similar patterns does
not necessarily imply that this set is better. For this reason, in this section, we compare the
quality of the set of frequent similar patterns obtained by each algorithm as the accuracy
that a supervised classifier based on frequent similar patterns reaches when it uses this set of
frequent similar patterns to classify unseen objects.
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For this experiment, we used a simple supervised classifier based on frequent similar
patterns, which in the training phase obtains the set of frequent similar patterns from each
class and removes all the frequent similar patterns that appear in more than one class in order
to keep only patterns that represent objects from a single class. In the classification phase,
each object of the testing dataset is classified under the class where there are more frequent
similar patterns similar to its subdescriptions. The accuracy is measured as the percentage of
objects classified correctly.

For each dataset and for each value for the parameter minFreq , we repeated 10 times
the experiment randomly selecting 50% of the dataset for training and using the remaining
objects for testing. Since STreeNDC-Miner is not a feasible algorithm for large datasets, it is
not used in this experiment for datasets Poker Hand and Census. Additionally to the datasets
Car Evaluation and Contraceptive Method Choice, we included the no large datasets Iris and
Diabetes, which have 150 and 768 objects and 4 and 8 numerical features, respectively.

For each dataset and for all the algorithms used for mining frequent similar patterns, the
classification was done testing different values of the minFreq threshold from minFreq =
0.10 until minFreq = 0.20 with steps of 0.01. In Tables 4 and 5, we show the accuracies
achieved.

In the majority of these tests, the accuracy of the set of frequent similar patterns obtained
with RP-Miner was better than the accuracy obtained by those patterns obtained through
STreeDC-Miner and ObjectMiner respectively.

The last column in Tables 4 and 5 (EQ-STDC) contains the result of the STreeDC-Miner
algorithm using the equality function as similarity function. From this column, it can be seen
that using the equality function, as in the classical approach for frequent pattern mining, the
classification accuracy obtained by the set of frequent patterns is usually lower than the clas-
sification accuracy obtained by the set of frequent similar patterns obtained using similarity
functions different from the equality.

Regardless of the low accuracies in our experiments, in general, the classification accu-
racy reached through the frequent similar patterns found by our algorithm is better than the
classification accuracy reached through the frequent similar patterns found by ObjectMiner,
STreeDC-Miner and the classical approach. In fact, the best accuracies (gray cells in Tables 4,
5) for each dataset was achieved by our algorithm. Notice that the set of frequent similar pat-
terns found by RP-Miner is a superset of the frequent similar patterns found by ObjectMiner
and STreeDC-Miner. For this reason, we can affirm that the frequent similar patterns lost
by ObjectMiner and STreeDC-Miner affect the classification accuracy, whereas those other
additional patterns obtained by RP-Miner contribute to get better accuracies.

6 Conclusions

In this paper, we focused our attention on the problem of mining frequent similar patterns
for Boolean similarity functions that do not satisfy the fS-Downward Closure property.
A Relaxed Prune for this kind of functions and a novel algorithm based on this new prune
were proposed.

The experimental results have shown that the proposed algorithm, (RP-Miner), is more
efficient than the STreeNDC-Miner algorithm and more effective than the STreeDC-Miner
and ObjectMiner algorithms. Additionally, the quality of the set of frequent similar patterns
found by RP-Miner was measured by means of a supervised classifier. From the experiments,
we concluded that, in general, the proposed algorithm obtains better frequent similar patterns

123



RP-Miner: a relaxed prune algorithm for frequent similar pattern mining 467

Table 4 Accuracy of the sets of frequent similar patterns for Car Evaluation, Contraceptive Method Choice,
Iris, Diabetes

Dataset minFreq ObjMiner STDC STNDC RP-Miner EQ-STDC

0.10 64.86 65.96 51.01 66.27 65.43

0.11 64.86 65.96 51.01 66.27 65.43

0.12 64.86 65.96 51.01 66.27 65.43

0.13 60.52 61.01 38.91 60.94 60.14

0.14 60.52 61.01 38.91 60.94 60.14

Car Evaluation 0.15 60.52 61.01 38.91 60.94 60.14

0.16 55.59 56.08 31.31 56.23 55.65

0.17 55.59 56.08 31.31 56.23 55.65

0.18 55.59 56.08 31.31 56.23 55.65

0.19 55.39 55.77 28.61 55.71 55.39

0.20 55.39 55.77 28.61 55.71 55.39

Max accuracies 64.86 65.96 51.01 66.27 65.43

0.10 41.12 40.93 38.41 41.01 35.15

0.11 41.36 41.29 37.19 40.84 34.79

0.12 41.05 40.99 37.27 41.49 33.76

0.13 41.02 40.69 35.70 39.98 33.23

0.14 40.96 40.73 35.03 39.94 30.96

Contraceptive Method Choice 0.15 40.67 40.67 34.57 40.37 30.32

0.16 40.76 40.34 34.08 40.25 29.65

0.17 39.74 39.14 33.33 39.92 28.34

0.18 40.36 39.58 33.02 40.27 28.63

0.19 40.48 39.04 32.14 40.49 30.28

0.20 41.03 39.41 32.14 40.37 30.23

Max accuracies 41.36 41.29 38.41 41.49 35.15

0.10 92.93 93.33 93.33 93.47 66.52

0.11 92.93 93.33 93.33 93.47 66.22

0.12 92.93 93.33 93.33 93.47 65.74

0.13 91.60 91.87 92.00 92.00 65.22

0.14 91.60 91.87 92.00 92.00 65.19

Iris 0.15 91.60 91.87 92.00 92.00 64.55

0.16 91.60 91.87 92.00 92.00 64.56

0.17 89.87 90.00 90.40 90.23 63.91

0.18 89.87 90.00 90.40 90.23 63.65

0.19 89.87 90.00 90.40 90.23 63.86

0.20 89.87 90.00 90.40 90.23 63.83

Max accuracies 92.93 93.33 93.33 93.47 66.52

0.10 66.88 67.04 63.42 63.94 30.82

0.11 66.66 66.58 63.28 63.86 28.80

0.12 65.56 65.60 62.86 63.40 26.88

0.13 66.12 65.90 63.20 63.50 26.04

0.14 66.00 65.96 62.90 63.46 26.12

Diabetes 0.15 64.08 63.88 62.10 63.59 24.34
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Table 4 continued

Dataset minFreq ObjMiner STDC STNDC RP-Miner EQ-STDC

0.16 64.26 64.30 62.12 64.20 23.28

0.17 64.46 64.48 62.28 65.08 22.26

0.18 65.78 65.86 62.72 66.17 15.48

0.19 66.68 66.64 63.66 66.80 14.30

0.20 66.80 66.84 64.32 67.14 12.70

Max accuracies 66.88 67.04 64.32 67.14 30.82

Table 5 Accuracy of the sets of frequent similar patterns for Poker Hand and Census

Dataset minFreq ObjMiner STDC RP-Miner EQ-STDC

0.10 9.40 9.40 19.30 9.40

0.11 8.18 8.18 18.43 8.18

0.12 7.35 7.35 15.76 7.35

0.13 8.91 8.91 14.97 8.91

0.14 9.97 9.97 14.60 9.97

Poker Hand 0.15 12.79 12.79 14.33 12.79

0.16 13.66 13.66 14.31 13.66

0.17 14.16 14.16 14.28 14.16

0.18 13.96 13.96 13.96 13.96

0.19 13.96 13.96 13.96 13.96

0.20 12.18 12.18 12.18 12.18

Max accuracies 14.16 14.16 19.30 14.16

0.10 70, 20 72, 13 73, 47 70, 80

0.11 70, 07 71, 33 73, 07 71, 40

0.12 70, 07 71, 33 73, 07 71, 40

0.13 69, 60 70, 80 72, 67 70, 87

0.14 68, 47 70, 07 72, 60 70, 53

Census 0.15 66, 87 69, 73 72, 00 69, 80

0.16 66, 87 69, 73 72, 00 69, 80

0.17 66, 67 68, 07 71, 67 69, 60

0.18 65, 00 67, 07 70, 40 69, 47

0.19 63, 60 66, 40 70, 13 70, 87

0.20 63, 60 66, 40 70, 13 70, 87

Max accuracies 70, 20 72, 13 73, 47 71, 40

than those obtained by STreeDC-Miner, ObjectMiner, STreeNDC-Miner, and the classical
approach.

In future works, reducing the set of frequent similar patterns mined without losing informa-
tion would be an interesting and imperative research direction. Another interesting research
direction is mining frequent similar patterns for non-Boolean similarity functions.
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