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Abstract. We propose a novel method to re-order the 
list of images returned by an image retrieval system 
(IRS). The method combines the original order obtained 
by the IRS, the similarity between images obtained with 
visual and textual features, and a relevance feedback 
approach, all of them with the purpose of separating 
relevant from irrelevant images, and thus, obtaining a 
more appropriate order.  The method is based on a 
Markov random field (MRF) model, in which each 
image in the list is represented as a random variable 
that could be relevant or irrelevant. The energy 
function proposed for the MRF combines two factors: 
the similarity between the images in the list (internal 
similarity); and information obtained from the original 
order and the similarity of each image with the query 
(external similarity). Experiments were conducted with 
resources from the Image CLEF 2008 forum for the 
photo retrieval track, taking into account textual and 
visual features. The results show that the proposed 
method improves, according to the MAP measure, the 
order of the original list up to 63% (in the textual case) 
and up to 55% (in the visual case); and suggest future 
work using a combination of both kind of features. 
Keywords: Image Re-ranking, Image Retrieval, Markov 
Random Field, Relevance Feedback. 
 
Resumen. En este trabajo proponemos un método 
novedoso para re-ordenar una lista de imágenes 
recuperadas por un sistema de recuperación de 
imágenes (SRI). El método combina el orden original 
obtenido por el SRI, la similitud entre imágenes, 
obtenida con las características visuales y textuales, y un 
enfoque de retroalimentación de relevancia, todos ellos 
con el propósito de separar las imágenes relevantes de 
las irrelevantes, y así, obtener un orden más apropiado. 
El método está basado en el modelo de un campo 
aleatorio de Markov (CAM), en el que cada imagen en 
la lista fue representada como una variable aleatoria 

con dos posibles valores: relevante o irrelevante. La 
función de energía propuesta para el campo aleatorio 
de Markov combina dos factores: la similitud entre 
imágenes en la lista (similitud interna); y la información 
obtenida del orden original y la similitud de cada 
imagen con la consulta (similitud externa). Los 
experimentos fueron realizados con los recursos del 
foro Image CLEF 2008 para la tarea de recuperación de 
fotografías, tomando en cuenta los atributos textuales y 
visuales. Los resultados mostraron que el método 
propuesto mejora, de acuerdo con la medida MAP, el 
orden de la lista original hasta en un 63% (en el caso 
textual) y hasta un 55% (en el caso visual); y sugieren 
como trabajo a futuro el utilizar una combinación de 
ambos tipos de atributos.  
Palabras clave: Re-ordenamiento de Imágenes, 
Recuperación de Imágenes, Campos Aleatorios de 
Markov, Retroalimentación de Relevancia. 

1 Introduction 

An image retrieval system (IRS) receives a query 
from a user, as keywords or sample images, and it is 
expected to return an ordered list of images that 
satisfies the user's request. Ideally, the IRS should 
return a list with all relevant images (Datta et al. 
2008) ordered according to the user's request, so 
that the top images in the list are the ones closer to 
the user's expectations. The proper order in the list 
is important because it is easier and faster for the 
user to find images relevant to the query (Deselaers 
et al. 2008; Cui et al. 2008; Marakakis et al. 2008). 

Current IRS, in general, tend to include several 
relevant images in the retrieved list. However, the 
images are not ordered properly, so there could be 
relevant images that are at the bottom of the list, and 



394 R. Omar Chávez, Manuel Montes and L. Enrique Sucar 

 

Computación y Sistemas Vol. 14 No. 4, 2011 pp 393-404 
ISSN 1405-5546 

many of the top images are not relevant. That is, 
IRS have a relatively good performance in terms of  
recall, but poor in terms of precision, in particular 
precision in the first 5, 10 and 20 images. Where 
precision indicates the percentage of relevant 
retrieved items, and recall the percentage of 
retrieved relevant elements from the total relevant 
items (Mani, 2001). Therefore an alternative to 
improve image retrieval is to re-order the list of 
images, so that the relevant ones are in the top of 
the list. 

One way to improve the order of the results of an 
IRS is to use relevance feedback. That is, once the 
results are obtained by the IRS, a subset of relevant 
images is selected manually (by the user) or 
automatically. This subset is used to further refine 
the list obtained (Deselaers et al. 2008; Marakakis et 
al. 2008; Cui et al. 2008). 

There are several approaches for relevance 
feedback. Some attempt to enrich the query to 
perform a new retrieval and obtain better results 
(Datta et al. 2008). This approach tends to be 
computationally expensive because it must re-use 
retrieval mechanisms to obtain the relevant images 
from the entire collection. This motivates to use only 
the retrieved list and reorder the images on the 
assumption that this list has relevant images, but not 
necessarily in the first positions.  

Previous work (Lin et al. 2003; Cui et al. 2008; 
Marakakis et al. 2008) that tries to improve the order 
of a list of retrieved images do not use all the 
information available. Some just use a relevance 
feedback approach to locate images similar to the 
selected images as feedback. Other methods 
generate models that depend on the collection of 
images, assuming a certain number of search 
intentions. Some methods omit the use of 
information provided by the IRS, for example the 
original order. We consider that all the available 
information −the original order, the subset obtained 
via relevance feedback, the original query, and the 
entire list of retrieved images− is useful to improve 
the list order, and propose a re-ranking method that 
combines all this information. 

This paper proposes a method that combines the 
original order obtained by a IRS, the similarity 
between images obtained with textual and visual 
features and a relevance feedback approach, all of 
them with the purpose of separating the relevant 
images from does that are not relevant, and thus 
obtain a more appropriate order for the results 
generated by the base IRS. The method is based on 

a Markov random field (MRF) model, in which each 
image in the list is represented as a random variable 
that could be relevant or irrelevant. The relevance 
feedback is incorporated in the initialization of the 
model, making these images relevant. The energy 
function of the MRF combines two factors: the 
similarity between the images in the list (internal 
similarity); and information obtained from the original 
order and the similarity of each image with the query 
(external similarity). Taking these factors into 
account and assigning a weight to each, the MRF is 
solved (obtaining the more probable configuration) 
separating the relevant images from the rest. Based 
on this result, the list of images is reordered placing 
in the top positions the images selected as feedback 
and the images marked as relevant by the MRF, and 
at bottom the rest of images. 

In this paper we consider an image collection 
that includes, for each query, three sample images 
and a textual description. Each image in the 
collection has an associated text. We consider for 
measuring similarity the textual and visual 
components. 

Experiments were conducted using the 
resources of the forum ImageCLEF 2008 for the 
photo retrieval track (Arni et al. 2008). We used one 
of the IRS that participated in this forum as the base 
retriever to obtain the initial lists, and tested our 
method with each one of the 39 queries used in this 
competition. Each of the results obtained by our 
method improved the original list order; according to 
the MAP measure, the improvements obtained are 
up to 63% using  textual features and 55% using 
visual features.  

The rest of the document is organized as follows. 
Section 2 provides a brief review of related work. 
Section 3 describes the proposed method. Section 4 
describes the textual and visual features used. 
Section 5 presents the experiments and the results. 
Finally, Section 6 gives the conclusions and 
suggests future work. 

2 Related Work 

The task of image retrieval consists of, given a 
user query, retrieve all the relevant images from an 
image collection. The query can be visual (one or 
more sample images), textual (a set of keyword or 
sentences) or a combination of both. The IRS 
returns a list of relevant images that should be 
ordered according to the user's request. 
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An IRS may use visual or textual features, or a 
combination of them, to index and retrieve images. 
The results obtained by the IRS depend largely on 
the features used to describe the images, so that 
most of the time the order of the results are not 
appropriate for all the queries. Some methods try to 
improve the order obtained by enriching the query 
and searching the image again, but because they 
have to rerun retrieval mechanisms this solution is 
computationally expensive.  

In general, the lists returned by IRS have several 
relevant images, but these are not placed in the top 
of the list. As mentioned before, it is important that 
the relevant images are in the first positions in the 
retrieved list. One way to improve the order of the 
results of an IRS is to use relevance feedback 
(Clough & Sanderson, 2004). That is, once the 
results are obtained by the IRS, a subset of relevant 
images is selected and used to further refine the 
given list. 

There are different approaches for image re-
ranking that can be classified as follows: 
1. According to the features used to describe the 

image content: 
a) Visual. Use visual image features such as 

color, texture, shape, SIFT (Scale Invariant 
Feature Transform), SURF (Speeded Up 
Robust Features) among others to describe 
the visual content of each image (Lowe, 2004; 
Cui et al. 2008; Bay et al. 2006; Berg, 2009; 
Jianjiang et al. 2007; Jégou et al. 2010). It is 
still an unsolved problem to find the visual 
features needed to fully represent the visual 
content of an image.  

b) Textual. Use descriptive text to represent the 
image content (Datta et al. 2008; Lin et al. 
2003; Chong et al. 2009; Choochaiwattana & 
Spring, 2009). It is expected that the textual 
description of the image must be both specific 
and general to cover all search intentions.  

c) Multimodal. Combine visual and textual 
features to describe image content, trying to 
cover more search intentions (Awang Iskanda 
et al. 2006; Gong & Liu, 2009; Richter et al. 
2010). An open problem is how to combine 
both types of features to take advantage of the 
selected features. 

2. Based on the type of relevance feedback used: 
a) Manual. Ask a user to select some of the 

retrieved images that he considers relevant to 
his search intention (Datta et al. 2008; 
Jianjiang et al. 2007; Choochaiwattana & 

Spring, 2009). The greater the number of 
selected images, the IRS will have more 
information about the images relevant to the 
user, but it also implies more additional time 
and effort for the user. 

b) Automatic. Make assumptions about the user's 
search intention to automatically select some 
sample images (Cui et al. 2008; Marakakis et 
al. 2008; Chong et al. 2009; Bihong et al. 
2007). It is a difficult task making assumptions 
that cover all search intentions. This approach 
reduces the user's effort. 

3. According to the technique used to sort images: 
a) Classifiers.Select some relevant and irrelevant 

images to build a classifier and label the 
remaining images as relevant or irrelevant  
(Martin et al. 2004; Deselaers et al. 2008). 
These methods compare images from the 
collection with those selected as relevant 
(positive examples) without taking into account 
other external information or images labeled 
as relevant by the classifier itself. 

b) Similarity functions. Use similarity functions to 
determine the images that are more related 
with pre-established categories (Bihong et al.  
2007; Cui et al. 2008; Choochaiwattana & 
Spring, 2009). These methods depend on the 
type of images and the number of categories 
in the collection. 

c) Probabilistic models. Use probabilistic models 
to order the retrieved images, Gaussian 
mixtures models to combine features, graph 
based models to describe the relation between 
images or spatial configuration models to 
improve the object retrieval precision (Ke et al. 
2008; Lin et al. 2003; Richter et al. 2010; Gong 
& Liu, 2009). These methods need to process 
the entire image collection to get a more 
accurate model. If the images collection is 
changing constantly, is necessary to rebuild 
the model. 

d) List fusion. Merge result lists from several 
IRSs for the same query, in order to get a list 
to improve the order of any of the base lists 
taken into account (Escalante et al. 2008). 
Choose what lists and how merged these is 
the main problem of this approach.  

Previous methods do not take into account all the 
available information to produce an adequate order 
for the retrieved list of images. In contrast, the 
method proposed in this paper, combines the 
original order obtained by an IRS, the similarity 
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between images based on textual or visual features, 
and a manual relevance feedback approach; all of 
them with the purpose of separating the relevant 
images from those that are not relevant, and thus 
obtaining a more appropriate order than that 
generated by the base IRS. 

The proposed method does not require 
accessing again the entire collection, considering 
only the list provided by IRS. The method is 
described in detail in the following sections. 

3 Proposed Method 

A general outline of the proposed method is given in 
Fig. 1. Given a query, the IRS retrieves from a given 
collection of images (that includes text captions) a 
list of files sorted according to a relevance criteria. 
From this list, some relevant images are selected 
based on a relevance feedback approach. For each 
image in the list, textual and visual features are 
extracted. The textual and visual feature description 
of each image in the list, the query given by the 
user, and a subset of images selected via relevance 
feedback, are combined to produce a re-ordered list. 
This re-ranking is obtained based on a Markov 
random field (MRF) model that separates the 
relevant images from irrelevant ones, generating a 
new list by positioning the relevant images first, and 
the others after. Next we give a brief review of 
MRFs, and then we describe in detail each 
component of the proposed method. 

3.1 Markov Random Fields 

Markov Random Fields (Li, 2004) are probabilistic 
models which combine a priori knowledge given by 
some observations and knowledge given by the 
interaction with neighbors. 

Let                be random variables on a 

set S, where each    can take a value    in a set of 

labels L. This F is called a random field, and the 
instantiation of each of these      as an    is what 

is called a configuration of F, so, the probability that 
a random variable    takes the value    is denoted by 

     , and the joint probability is denoted as 

                      . A random field is said 
to be an MRF if it has the property of locality, i.e., if 
the field satisfies the following property: 

 

(1) 

 

where       represents the set S without the     
element,    

    
 
         , and    is the set of 

neighboring nodes of the node   . The joint 

probability can be expressed as: 

 

(2) 

 

where Z is called the partition function or 
normalizing constant, and       is called the energy 

function. 
The optimal configuration is found by minimizing 

the energy function      ,  obtaining a value for 

every random variable in F. 
 

 
 
Fig. 1. Block diagram of the proposed method  

3.2 Model 

In our case we consider a MRF in which each node 
corresponds to a document (image + text caption) in 
the list. Each document is represented as a random 
variable with 2 possible values: relevant and 
irrelevant. We consider a fully connected graph, 
such that each node (document) is connected to all 
other nodes in the field; that is, we defined a 
neighborhood scheme in which each variable is 
adjacent to all the others. Given that the number of 
images in the list is relatively low (100 in the 
experiments), to consider a complete graph is not a 
problem computationally, and allows us to consider 
the relations between all documents in the list. 

For representing the images we consider visual 
features from the image or textual features from the 
caption. To describe the images, in the textual case, 
we used a binary bag of words representation, in 
which each vector element represents a textual word 
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from the collection vocabulary; and the query is 
represented in the same manner. In visual case, the 
retrieved images, like the query images, are 
described by SIFT (Scale-Invariant Feature 
Transform) features. The internal and external 
similarities are considered via the energy function 
described next. 

3.3 Energy Function 

The energy function of the MRF combines two 
factors: the similarity between the images in the list 
(internal similarity); and external information 
obtained from the original order and the similarity of 
each image with the query (external similarity). 

The internal similarities correspond to the 
interaction potentials and the external similarities to 
the observation potentials. 

The proposed energy function takes into account 
both aspects and is defined as follows: 

 
(3) 

 

Where        is the interaction potential and it 

considers the similarity between random variable    
and its neighbors, representing the support that 
neighboring variables give to   .        is the 

observation potential and represents the influence of 
external information on variable   . The weight factor 
λ favors    (  < 1),    (  > 1), or both (  = 1). 

   is defined as: 

 

 

(4) 

 

 

Where ∑    (     )
 
  represents the average 

similarity between variable    and its neighbors with 

irrelevant value. ∑    (     )
 
  represents the average 

similarity between variable    and its neighbors with 

relevant value. Where n+m is the total of images in 
the original list.    is defined as follows: 

 

 

(5) 

 

 

The    potential is obtained by combing two 

factors. The first indicates how similar,           , or 

different,              is the    variable with the 
query q. The second is a function      that converts 

the position in the list given by a base IRS to a real 
value. The function         returns the position of the 

image    in the original list,            returns the 

inverse position of the    variable in this list. 

The initial configuration of the MRF is obtained 
by relevance feedback. That is, the subset of images 
selected via relevance feedback are initialized as 
relevant, and all other images as irrelevant. Then, 
the MRF configuration of minimum energy (MAP) is 
obtained via stochastic simulation using the ICM 
algorithm. We experimented using also Simulated 
Annealing with similar results (Chellappa, 1993). At 
the end of this optimization process, each variable 
(image) has a value of relevant or irrelevant. Based 
on these values, a new re-ordered list is produced, 
by positioning first the relevant images according to 
the MRF, and then the irrelevant ones. 

4 Features Extraction 

Each image is represented by its textual or visual 
features; for each of them a word based 
representation is used: textual words and visual 
words.  

In the case of textual features we used the words 
of the textual description of the image, representing 
each image by a word vector. Each element of the 
vector indicates the absence (0) or presence (1) 
value of a textual word in the image description. To 
obtain the textual description of each image we 
follow the next steps: 
1. Stopword removal. Stopwords were removed 

from the description of the retrieved images and 
the query. 

2. Vocabulary extraction. We obtained the 
vocabulary from all textual descriptions of 
images and query. 

3. Vector construction. We identified the 
occurrence or absence of the vocabulary words 
in the description of each of the images and the 
query and the vector was constructed for each 
image. 

In the case of visual features, SIFT features were 
used to represent objects within the image. These 
features are taken as visual words and, as in the 
case of textual features, we built a representation 
with these words. To find the SIFT features in an 
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image we performed the following steps (Lowe, 
2004): 
1. Scale-space extrema detection. The first stage 

of computation searches over all scales and 
image locations.  

2. Keypoint localization. At each candidate 
location, a detailed model is fit to determine 
location and scale.  

3. Orientation assignment. One or more 
orientations are assigned to each keypoint 
location based on local image gradient 
directions. 

4. Keypoint descriptor. The local image gradients 
are measured at the selected scale in the region 
around each keypoint.  

The SIFT features are invariant to image scale 
and rotation, change in 3D viewpoint, additive noise, 
and change in illumination. To calculate the SIFT 
points and common points between images we used 
the implementations proposed in (Lowe, 2004). 

Fig. 2 shows the textual words selected from the 
descriptive fields and the SIFT  keypoints of an 
image in the collection. Only the textual words 
showed in the Fig. 2 have the value 1 in the textual 
vector from this image. The SIFT keypoints are 
specified by 4 floating point numbers giving subpixel 
row and column location, scale, and orientation, the 
invariant descriptor vector for the keypoint is given 
as a 128 integers in the range [0,255] (Lowe, 2004). 

5 Experimental Evaluation 

We conducted a series of experiments with the 
following objectives: (i) to test the results of the 
proposed method compared with the original list, (ii) 
to asses the level of improvement when using 
textual or visual features to measure similarity, (iii) to 
evaluate the sensitivity of the method to the model 
parameters and (iv) to compare the improvement 
between the use of visual or textual features. 

5.1 Experimental setup 

To perform the experiments we used the resources 
of the forum Image CLEF 2008, which consists of 
the image collection IAPR TC-12 (Arni et al. 2008), a 
set of queries for the photo retrieval track and a list 
of results from one of the participants (TIA-TXTIMG). 
This collection was chosen because it has relevance 
judgments for each query, this allowed a comparison 
with results obtained by the proposed method; it also 

includes for each image, a textual description of its 
visual content.  
 

 
< machu, picchu, rear, view, 

llama, terraces, ruins, bald, 

mountain, 

 range, clouds, background > 

 

Fig. 2. SIFT keypoints and textual words obtained after 
feature extraction of an image in the collection 

 

 
<title> church with more than two 

towers</title> 

<narr> Relevant images will show a 

church, cathedral or a mosque with 

three or more towers.</narr> 

 

Fig. 3. Query example for the photo retrieval track from the 
Image CLEF 2008 forum. Each query includes, among 
other fields, a field title summarizing the query objective, 
and a field narrative specifying textually which images are 
relevant to the query 

 
The TIA-TXTIMG SRI retrieves a list of images 

by combining the results of several retrieval methods 
(Escalante et al.  2008). We considered the best 
results obtained by this group as the input for our 
method. 
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The proposed method was tested with the 39 
queries from Image CLEF 2008 forum. These 
queries have 3 sample images and a textual 
description that includes a narrative about the 
images relevant to the query. For experiments using 
only textual information, the sample images were not 
considered. For experiments using visual 
information the proposed method used only the 
three sample images for each query. Fig. 3 shows a 
sample query for the photo retrieval track. 

Each of the images in the IAPR TC-12 collection 
has assigned a set of descriptive fields, we included 
the words in the title and in the textual description to 
represent the images. Fig. 4 shows an example of 
an image of the IAPR TC-12 collection and its 
descriptive fields. 

As input data for the proposed method, we 
selected the first 100 images retrieved by TIA-
TXTIMG IRS for each of the 39 queries. 

For evaluation we used MAP and Precision at 
the first N retrieved items (Mani, 2001). MAP is 
defined as follows: 

 

 

(6) 

 

 
Where       is the precision at the first r 

documents,         is a binary function which 
indicates if document at position r is relevant or not 
for the query i; n is the total number of relevant 
documents for the query i, m is the number of 
relevant documents retrieved and Q is the set of all 
queries. Precision at N is defined as the percentage 
of retrieved relevant items at the first N positions of 
the result list. 

Experiments were conducted using only textual 
or visual features. For this, similarity functions were 
defined for the potentials    and   . 

For the similarity based on textual features, the 
following similarity functions were proposed: 

 The similarity function used to measure the 
similarity between variables is defined as: 
          , where:  

 

(7) 

 

 The similarity function between an image    and 
the query q was defined as           , where: 

 

(8) 

 

For the similarity based on visual features, the 
following similarity functions were proposed: 

 The similarity between neighboring variables 
was measured using           , where    and    

are variables represented by its SIFT features. 
The similarity function            is defined as: 

 

 The function              finds the common 

number of SIFT features between the variable 
   and   . Function         calculates the 

number of SIFTS features found for    image. 

 Because the query is composed by 3 example 
images, the similarity function between an 
image    and query Q was defined as: 

 

 
(10) 

 

 

 
<TITLE>The Plaza de Armas</TITLE> 

<DESCRIPTION>a yellow building 

with white columns in the 

background; two palm trees in 

front of the house; cars parkedin 

front of the house; a woman and a 

child are walking over the 

square</DESCRIPTION> 

 

Fig. 4. Example of an image from the IAPR TC-12 
collection and its set of descriptive fields: title and 
description 

 
The features for textual and visual similarity 

functions can be defined based on 2 general 
operations. The first is the intersection of either 
textual or visual words, and determines the words in 

 

 

(9) 
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common between two images. The second is the 
coverage, and determines how many words in an 
image are contained in the other. 

The function used to map the order from the 

original list is           

  ⁄ , the intuitive idea of 

this function is such that it first increases slowly so 
that the top images have a small potential, and then 
it increases exponentially to amplify the potential for 
those images in the bottom of the list. 

5.2 Experimental results 

Five experiments were conducted for each type of 
feature, visual or textual, varying λ, see Table 1. 

Each of the 5 experiments were made taking into 
account 1, 3, 5, 8 and 10 images as relevance 
feedback. 

A simulated user feedback technique was used 
to perform the experiments. The collection used 
contains, in addition to the queries and images, 
relevance judgments indicating which images are 
relevant to each of the proposed queries, given that 
it is known beforehand which images are relevant in 
the retrieved list, hence some of this images are 
taken as feedback. This type of feedback is known 
as simulated user feedback. 

When the MRF converges, the images selected 
by the relevance feedback are placed in the top of 
the new list, then are placed those with relevant 
value respecting the order in the original list. Images 
with irrelevant value are placed after placing all the 
images with relevant value. 

 
Table.1..Meaning of each experiment conducted to 
evaluate the proposed method based on the value of λ 
 

Value of λ Description 

λ = 1.5 More importance to Va 

λ = 1 Equal importance to Vc 
and Va 

λ = 0.5,0.3 More importance to Vc 

λ = 0 Cancel the contribution of Va 

λ = ∞ Cancel the contribution of Vc 

 
A comparison between the results of the original 

list retrieved by the TIA-TXTIMG IRS and the results 
obtained with the proposed method (using visual or 
textual features) for the different configurations of 
parameters and features are shown in Fig. 5, where 
the results indicated the average of the MAP values 
obtained for the 39 queries. The graph shows that 

better values are obtained with       consistently 

for different number of images selected as feedback. 
Note that all variants of the proposed method 

showed in Fig. 5 improved the results of the original 
list. 

When the value of λ is small (eg.      ) the 

proposed method yields the best results. So it 
seems that, at least for this collection, the 
information from the neighbors is more valuable than 
the information from the original order and the 
similarity with the query. 

Table 2 shows a comparison between the best 
results obtained by the proposed method and the 
results obtained by the TIA-TXTIMG IRS. This table 
also shows the values for precision measure at the 
first 5, 10 and 20 retrieved images, where the 
proposed method also overcomes the TIA-TXTIMG 
IRS. 
 
Table 2. A comparison between the best results obtained 
by some variants of the proposed method and the results 
obtained by the TIA-TXTIMG IRS. The number after the 
letter F indicates the number of images taken for relevance 
feedback, the number following the letter L indicates the 
value of λ. P5, P10 and P20 indicate the precision to 5, 10 
and 20 retrieved images respectively. MAP is the Mean 
Average Precision 
 

 Experiment P5 P10 P20 MAP 

B
a

s
e

lin
e

 

TIA TXT-
IMG 

0.4769 0.4538 0.3910 0.2359 

T
e

x
tu

a
l 

fe
a

tu
re

s
 

F1-L0.3 0.6103 0.5410 0.4833 0.2902 

F3-L0.3 0.7846   0.6128 0.4962 0.3070 

F5-L0.3 1.0000 0.7154 0.5474 0.3358 

F8-L0.3 1.0000 0.8821 0.6218 0.3706 

F10-L0.0 1.0000 0.9744 0.6551 0.3858 

V
is

u
a

l 
fe

a
tu

re
s
 

F1-L1.0 0.6667 0.5282 0.4090 0.2584 

F3-L0.3 0.8410 0.6179 0.4423 0.2795 

F5-L0.3 1.0000 0.7051 0.4846 0.3019 

F8-L0.3 1.0000 0.8795 0.5679 0.3379 

F10-L0.5 1.0000 0.9744 0.6205 0.3580 

 
The results show that for simulated user 

feedback and considering only textual features to 
measure the similarity of images, an improvement of 
up to 63% in the MAP is obtained selecting 10 
images as feedback, and an improvement of 23% in 
the MAP when only one image is selected as 
feedback. As more images are given as feedback, 
the performance improves. 

The results for visual features also show that 
proposed method improved by to 55% the MAP the 
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original list when 10 images were selected as 
feedback, and by 9% when only one image was 
used as feedback. 

 

 
Fig. 5. Comparison between  the results obtained by the 
TIA-TXTIMG IRS and the results obtained by the proposed 
method, using visual or textual features, for simulated user 
feedback varying the value of λ and the number of 
selected images as feedback (the bottom line shows the 
MAP for the original list) 

 
Fig. 6 shows the first 20 images from the original 

list obtained by the IRS for the query: straight road in 
the USA as well as the list obtained after the 
application of the proposed method. In this example 
the proposed method, using textual or visual 
features, placed in the top of the list some images 
that were not in the original list, in fact all images 
placed in the first 10 positions are relevant. For this 
query, textual features were sufficient to properly 
order (with the proposed method) the recovered 
images.  

Experiments showed cases where the textual 
description is insufficient to locate relevant images. 
Fig. 7 shows the 20 first images obtained by the IRS 
and the first 20 obtained by our method, using 
textual features only, for the query: church with more 
than two towers. For this example, few of the images 
at the top are relevant, because in its textual 
description is not mentioned information about the 
number of towers in the building, which is an 
important factor that determines the relevance of the 
images to this query. In addition, some relevant 
images that were not selected by the method using 
textual features only, were identified using visual 
features. These results motivate the use of a 
combination of features that allows to use the 
advantage of both. 

To show that the results obtained by the 
proposed method are significant with respect to the 
results from the base IRS, we used the paired t-
student test, and showed that using a confidence 
level        the results are statistically significant 

(Kanji, 1993; Dietterich, 1998). 
 

 
a) 

 
b) 

 
c) 

Fig. 6. First 20 images in the list obtained by the IRS (a) 
and the list sorted by our method using textual (b) or visual 
(c) features for the query straight road in the USA. The 
relevant images to the query are indicated with a red dot in 
the upper left corner 
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6 Conclusions and Future Work 

This paper proposed a method for improving the 
order of a list of images retrieved by an IRS. Based 
on relevance feedback, the proposed method 
integrates, via a MRF, to separate the relevant and 
irrelevant images from the original list: the similarity 
between the images in the list (internal similarity); 
and information obtained from the original order and 
the query (external similarity). 

 

 
a) 

 
b) 

 
c) 

Fig. 7. First 20 images in the list obtained by the IRS (a) 
and the list sorted by the MRF using textual (b) or visual 
(c) features for query church with more than two towers. 
The relevant images to the query are indicated with a red 
dot in the upper left corner 

 
Also we proposed similarity measures based on 

textual and visual features that allowed to 

differentiate relevant and irrelevant images. From 
the results of the experiments we identified some 
cases in which a feature type provides more 
information than the other. 

Experiments were conducted using the 
resources of the forum ImageCLEF 2008 for the 
photo retrieval track. The results showed that, in the 
best case, the proposed method improved the MAP 
up to 63% compared with the original list selecting 
10 images as feedback, and 23% selecting only one 
image as feedback when using textual features, and 
up to 55 % selecting 10 images as feedback and 9% 
when using one image as feedback using visual 
features only. These differences are statistically 
significant according to the paired t-student test at a 
       confidence level. 

The best results are obtained by giving greater 
importance to information from neighbors, obtained 
from the textual or visual similarity between images. 
We are currently experimenting with other IRS to 
analyze the level of improvement of the proposed 
method.  

In summary, the main contributions of this work 
are: (i) a novel image re-ranking method based on a 
MRF that integrates a relevance feedback approach, 
the similarity between the images in the list and 
external information obtained from the original order 
and the query, (ii) a common representation for  
visual and textual features and the corresponding 
similarity measures.  

For some queries the textual or visual description 
does not provide relevant information about the 
visual content of the image, therefore it proposed as 
future work to include a combination of textual and 
visual features to exploit the advantages of both.  
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