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This paper presents the implementation and evaluation of a block cryptosystem based in chaotic maps.
The noise function used in this cryptosystem is an approximation to the chaotic tent map, and for this
reason, it is named pseudo chaotic tent map (PCT map). PCT map has been analyzed and evaluated using
the statistical mechanic tools such as: bifurcation diagram, Lyapunov exponent and invariant distribu-
tion. In order to determine the influence of PCT map in the syntactic, semantic and statistic of a message,
this map has been used on the non-balanced and dynamic network proposed by Kocarev. Cryptosystem
has been evaluated using concepts of the information theory, such as: entropy and mutual information.
The randomness of the produced cryptograms has been evaluated using the statistical tests suite of NIST.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Chaotic systems have interesting features, which have a strong
tight relationship with cryptography requirements. Thus, it is a
natural idea to use chaos to construct cryptosystems. Although a
general definition for chaos does not exist applicable to many of
the cases of interest, the mathematicians agree that for the special
case of iterated transformations, according to Devaney [1] there
are three common characteristics of chaos: (a) sensitive depen-
dence on initial conditions, (b) mixing and (c) dense periodic
points. The chaos term was coined in 1975 by Li and Yorke [2],
but mathematical research in chaos can be traced back at least to
1890 with some great initial ideas, concepts and results of Poincaré
[3] when he studied the stability of solar system. Other pioneers
followed the trail of Poincaré. In 1960s, Smale formulated a plan
to classify all typical types of dynamic behavior. In 1961, Lorenz
[4] working on weather simulation models found that simulations
results were dramatically different when very small numerical
changes were made in initial conditions, which were not expected
to affect measurably the behavior of his model. Lorenz [4] used the
quadratic equation y = ax � bx2 and his description of deterministic
chaos goes like this: Chaos occurs when the error propagation
grows the same size or scale as the original signal [5].

Another quadratic equation was used in 1947 by Ulam and von
Neumann [6] as a source of pseudorandom numbers. This equation
is xn+1 = lxn(1 � xn) and was called logistic equation, which was ap-
plied in population studies in 1976 by May [7]. Logistic equation
was studied by Feigenbaum [8] in 1978 to understand the bifurca-
tion behavior and period doubling regime in a dynamic system.
ll rights reserved.
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Feigenbaum [8] found that the point which marks the end of the
process of bifurcation is the point lc = 3.5699456. . . and it is
known as Feigenbaum constant.

Using the bifurcations diagram and Lyapunov exponent, the dis-
advantage of logistic equation can be shown when it is used in the
pseudorandom numbers generation. This disadvantage is the pres-
ence of stability islands, in which the logistic equation produces
periodic signals. These stability islands appear according to Char-
kovsky sequence [9].

There are other equations that can be used to produce pseudo-
random numbers which do not have stability islands. These equa-
tions are known as piecewise linear maps such as Bernoulli [10]
and tent maps [11], which exhibit a reproducible chaotic behavior.
Nevertheless, when these chaotic maps are used in a computer,
there are other problems that are due to consider. There is at least
one initial condition for which chaos is not only sustained but also
collapsed; this condition is called ‘‘chaos annulling trap’’ (CAT). CAT
condition can be achieved as a result of the rounding off done by
the computer; due to it, IEEE recommends calculations in double
precision. Therefore in this work a map with 16-bits words is used
instead of a map with 8-bits words. Similarly, there are other x0

values that produce a similar condition, which is called ‘‘chaos
fixed trap’’ or CFT [12].

2. Model and calculation scheme

The chaotic map considered in this work is the tent map, and it
is used to build a pseudorandom noise generator, which is included
in a block cryptosystem. The tent map is defined by Eq. (1), where,
l is the control parameter, j is the iteration number of the function
f, xj [0,1] in R, 0 6 l 6 1 and f:[0,1] ? [(1 � l)/2, (1 + l)/2].
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Fig. 1. Comparison of PCT map and its bifurcation diagram when n = 8 and 16.

Fig. 2. Statistical distribution of a PCT map, (a) n = 8 and (b) n = 16 using l = 0.9 and (c) n = 16 using l = 1.0, and (d) Lyapunov exponent of a PCT map.

Fig. 3. Block chaotic cryptosystem using PCT-16 map, (a) encryption process, and
(b) decryption process.
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In order to implement this chaotic map in a computer, this must
be scaled and discretized to [0, 2n], with n = 8 or n = 16, and it is the
precision in each number that uses function f. Thus, a new function
must be created, like f0: [0,2n] ? [2n(1 � l)/2,2n(1 + l)/2] in R,
which can be expressed by Eq. (2), where b c represents the floor
or rounding function.
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The noise function used in the proposed cryptosystem is an
approximation to the chaotic tent map, and it is called pseudo cha-
otic tent map (PCT map). PCT map has been evaluated using the
bifurcation diagram, Lyapunov exponent and invariant distribu-
tion. Fig. 1a and b shows that the density of bifurcation diagram
is a function of n. Notice that as the value of n increases, a better
approach to the chaotic map of tent is obtained.

In order to determine the influence of a PCT map in a plaintext,
this PCT map is used on the non-balanced and dynamic network
proposed by Kocarev et al. [13] in 2001. The proposed cryptosys-
tem uses blocks with a size of 64 bits, considering 4 sub-blocks
with a size of 16 bits each one and a PCT map of 16 bits (PCT-16
map). 16 bits are used in each block because the bifurcation
diagram of PCT-16 map is denser than the one generated by a
PCT map that uses sub-blocks with a size of 8 bits (PCT-8 map).
In this way, a PCT-16 map is a better approach to chaotic tent
map than a PCT-8 map. Therefore the statistical distribution of
the cryptogram produced with a cryptosystem that uses a PCT-
16 map (see Fig. 2b and c) must be a better approach to uniform
statistical distribution than the statistical distribution of the cryp-



Table 1
Cryptograms entropy using the proposed cryptosystem (PCT-16 and PCT-8, with l = 1.0) and the AES, DES, 3DES, BLOWFISH, and IDEA cryptosystems.

Table 2
Mutual information of the proposed cryptosystem (PCT-16 and PCT-8, with l = 1.0) and the AES, DES, 3DES, BLOWFISH, and IDEA cryptosystems.
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Table 3
NIST Statistical test suite.

No. Test Proposed cryptosystem
pct-16 (p-value)

Conclusion

1 Frequency 0.5955 Random
2 Block-frequency 0.3669 Random

Cumulative-sums forward 0.9357 Random
3 Cumulative-sums reverse 0.7197 Random
4 Runs 0.9357 Random
5 Longest-runs of ones 0.6579 Random

Rank 0.3505 Random
7 Spectral fit 0.0428 Random
8 Overlapping-templates 0.7792 Random
9 Non-overlapping-templates 0.4461 Random
10 Universal 0.3345 Random
11 Approximate entropy 0.4012 Random
12 Random-excursions 0.5047 Random
13 Random-excursions-variant 0.3789 Random
14 S9-IJ 0.8669 Random
15 Linear-complexity 0.5955 Random
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togram produced with a cryptosystem that uses a PCT-8 map (see
Fig. 2a). Fig. 2d shows the Lyapunov exponent (k) as a function of l
for a PCT with n = 16. Note that the map has no stability islands
since the k remains positive once it becomes greater than zero. This
situation is desirable in cryptographic applications because k > 0
suggests that the sequences produced by a PCT-16 will have a cha-
otic behavior.

In the proposed algorithm (see Fig. 3) data blocks are repre-
sented by Bi = xi,0, xi,1, xi,2, xi,3; with i = 1, 2, 3, . . . , and the ciphering
process consists of r rounds of the PCT map using the ciphering key
applied to each plaintext block. The result of this process is the
cryptogram block, Bi+1 = xi+1,0, xi+1,1, xi+1,2, xj+1,3 (see Fig. 3a). In a
similar way, the deciphering process consists of the inverse appli-
cation of r rounds of the PCT map using the respective deciphered
sub key, zi,k and then Bi is obtained of Bi+1 (see Fig. 3b).

Each round is made up of a non-balanced network that uses a
64-bits sub key. These rounds can be defined as the follow set of
transformations:

xiþ1;2 ¼ xi;1 � f0

xiþ1;3 ¼ xi;2 � f1ðxi;1 � zi�1;1Þ
xiþ1;0 ¼ xi;3 � f2ðxi;1 � xi;2 � zi�1;2Þ
xiþ1;1 ¼ xi;0 � f3ðxi;1 � xi;2 � zi�1;3Þ ð3Þ
3. Results

Kocarev proposal uses the logistic map with 8-bits words. But,
logistic map has stability islands and, therefore, the proposed cryp-
tosystem uses the piecewise linear chaotic maps designed to
process 16-bits words. The growth in the precision with which
each symbol is processed in the noise generator tries to reduce
the problems of chaos annulling that could occur when the crypto-
system is used in a computer.

The evaluation of the proposed cryptosystem was done using
three measures: cryptograms entropy, cryptosystem mutual infor-
mation and cryptograms randomness. The control parameter used
in the PCT-16 map is l = 1. Nineteen files with different formats
and sizes were used. With results shown in Tables 1 and 2, it is pos-
sible to quantify the quality of the proposed cryptosystem compar-
ing it with other well-known cryptosystems (AES, DES, 3DES,
BLOWFISH, and IDEA). Table 1 refers to the cryptograms entropy,
which is used as diffusion measure in the cipher process; that is,
it is used to determine the proximity of the cryptogram of being
a system with uniform probability, whose entropy is HMAX = 8. This
condition tries to reach a high diffusion and confusion in the mes-
sage, and thus the system will tend to reach the greater uncer-
tainty state. In Table 1, the general score row shows the number
of cases in which each cryptosystem has the highest value of
entropy. These results show that, without considering the Blowfish
cryptosystem, the proposed cryptosystem (together with 3DES
cryptosystem) is better in more cases (3/19) than other cryptosys-
tems considered. Entropy behavior of the cryptograms produced
by proposed cryptosystem was above the entropy behavior of the
cryptograms produced by AES, DES, 3DES and IDEA cryptosystems.
To indicate the best case of entropy the cell with the biggest value
in each row has been shaded.

Additionally, as it can be seen in Table 1, the cryptosystem with
PCT-16 maps is better in 12 of the 19 cases than the cryptosystem
with PCT-8 map. To indicate the best case of entropy the biggest
value in each column has been written using red text.

Table 2 shows the mutual information of each of the cryptosys-
tems considering the cryptograms obtained from each file type.
Mutual information measures the amount of information that con-
tributes on a variable, the knowledge of another one and it is used
as a measure of the relationship between plaintext and its respec-
tive cryptogram. A cryptosystem can be considered safe if the mu-
tual dependence between cryptogram and plaintext is worth zero.

Table 2 shows the number of cases in each cryptosystem that
has the lowest value of mutual information. These results show
that the proposed cryptosystem (PCT-8 and PCT-16) is better in
more cases (4/19) than other cryptosystems considered. Mutual
information of the proposed cryptosystem is below the mutual
information of AES, DES, 3DES, Blowfish and IDEA cryptosystems.
To indicate the best case of mutual information the cell with the
shortest value in each row has been shaded. Also, Table 2 shows
that the cryptosystem with PCT-16 map is better in 10 of the 19
cases that the cryptosystem with PCT-8 map. To indicate the best
case of mutual information the shortest value in each column
has been written using red text.

The randomness of the produced cryptograms has been evalu-
ated using the statistical tests suite of NIST. Criteria for character-
izing and selecting appropriate noise generators are discussed in
[14]. Table 3 shows the results of applying the suite of NIST tests
to a specific file, which was ciphered with each one of the different
cryptosystems. In order to be able to apply the tests, the ciphered
files were binarized in a stream of 100 million bits. In this paper
the statistical tests suite of NIST is used to assess if the crypto-
grams produced by a cryptosystem are apparently random. It is in-
tended that the cryptograms should be unpredictable in the
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absence of knowledge of the plaintext. Table 3 shows the fact that
the proposed cryptosystem acts as a noise generator to the possi-
bility that the plaintext is not known.
4. Conclusions

The proposed cryptosystem was made using tent map, which
has not stability islands. 16-bits words are used because the bifur-
cation diagram of PCT-16 map is denser than the one generated by
a PCT-8 map. The statistical distribution of the cryptogram pro-
duced with a cryptosystem that uses a PCT-16 map is a better ap-
proach to uniform statistical distribution than the statistical
distribution of the cryptogram produced with a cryptosystem that
uses a PCT-8 map. The proposed cryptosystem can be an alterna-
tive that is preferred because the results show that it is a better op-
tion than other cryptosystems. Entropy results indicate that the
proposed cryptosystem has a comparable performance with 3DES
cryptosystem, and is better than AES, DES and IDEA, but has a low-
er performance than the cryptosystem Blowfish. Mutual informa-
tion results indicate that the proposed cryptosystem has a
comparable performance with the Blowfish cryptosystem, and is
better than the AES, DES, 3DES and IDEA cryptosystems. The ben-
efit of using the proposed cryptosystem is to use noise generators
with piecewise linear chaotic maps, which produce aperiodic se-
quences, which does not occur with noise generators built with
LFSR or chaotic maps that have stability islands.
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