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Abstract. Clustering is a Data Mining technique which has been widely used in many practical applications. In some of these
applications like, medical diagnosis, categorization of digital libraries, topic detection and others, the objects could belong to
more than one cluster. However, most of the clustering algorithms generate disjoint clusters. Moreover, processing additions,
deletions and modifications of objects in the clustering built so far, without having to rebuild the clustering from the beginning is
an issue that has been little studied. In this paper, we introduce DCS, a clustering algorithm which includes a new graph-cover
strategy for building a set of clusters that could overlap, and a strategy for dynamically updating the clustering, managing
multiple additions and/or deletions of objects. The experimental evaluation conducted over different collections demonstrates
the good performance of the proposed algorithm.

Keywords: Data mining, overlapping clustering, graph-based algorithms

1. Introduction

Nowadays, many applications using data mining techniques process datasets that could change over
time [38]. A data mining technique, which has been widely used in many applications, is clustering [29].
Some examples of applications involving clustering techniques are: image processing [8], analysis of
gene expression data [39], studies of some diseases; e.g., cancer [26], topic detection and tracking [10,
32], intrusion detection [25], spatial data analysis [18,20,24], among others. Clustering is the process of
grouping a collection of objects into a set of meaningful classes called clusters, so that objects belonging
to the same cluster should be more similar than objects belonging to different clusters [21].

There are some applications, like medical diagnosis, categorization of digital libraries, topic detection
and others, where some objects could belong to more than one cluster [3,5,33]. However, most clustering
algorithms do not allow objects to belong to more than one cluster; i.e., they build disjoint clusters.

As an example where building non disjoint clusters is needed, consider an application for a health care
facility where there are records describing the patient’s symptoms. Since a patient could have more than
one disease then, if clusters represent diseases, a patient could belong to more than one cluster. Similar
examples can be found in tasks like: news stream analysis [33], text segmentation [1], among others.

∗Corresponding author: Airel Pérez-Suárez, Computer Science Department, National Institute of Astrophysics, Optics and
Electronics Luis Enrique Erro �1, Sta. María Tonantzintla, Puebla, CP: 72840, Mexico. E-mail: airel@inaoep.mx.
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212 A. Pérez-Suárez et al. / A dynamic clustering algorithm for building overlapping clusters

Clustering algorithms can be classified according to different criteria such as their capability to process
changes that modify the dataset [15]. Static algorithms suppose that the entire dataset is available
before clustering; therefore, when objects are added or deleted from the dataset, these algorithms must
reprocess the whole dataset to build the set of clusters; i.e., they do not take advantage of the previous
clusters. On the other hand, incremental algorithms are able to process new objects added to the datasets
and consequently, they can update the set of clusters using the previous clusters. Finally, dynamic
algorithms, in addition to incremental ones, are able to update the clustering when some objects are
removed or modified (a modification can be viewed as a deletion followed by an addition and in this way,
modifications will be viewed in this work). Most the clustering algorithms reported in the literature, are
static. However, static clustering algorithms are useful only if it is granted that the dataset will not change
anymore. In other cases, for environments like the World Wide Web, news streams and others, where
the dataset changes frequently, static clustering algorithms become inefficient and dynamic algorithms
are more suitable.

The main contribution of this paper is a new dynamic clustering algorithm, called DCS, which
introduces a new graph-covering strategy that allows obtaining a set of clusters that could overlap.
Additionally, a new strategy for efficiently updating the clustering after multiple object additions and/or
deletions, is also introduced.

The experimental evaluation, conducted over different data collections, shows that our proposed
algorithm is faster than the Star algorithm [4] (which is the unique algorithm that faces the problem
of overlapping clustering in a dynamic context) for processing multiple additions and/or deletions,
maintaining a comparable and even better clustering quality according to the Fmeasure [6] and Jaccard-
-index [23] evaluation measures. In addition, our proposed algorithm obtains fewer clusters, which
is a desirable property in some real applications handling overlapping clustering such as information
organization [3], filtering [5], web document clustering [19], among others.

The remainder of this paper is organized as follows: in Section 2, the related work is outlined. In
Section 3, we introduce the DCS algorithm. The experimental evaluation, showing the performance of
the DCS algorithm on several document collections, is presented in Section 4. Finally, the conclusions
and some ideas about future work are presented in Section 5.

2. Related work

There are different clustering algorithms, reported in the literature, which are able to work with datasets
that could change over time [4,9,12,13,19,22,27,31,33,36,37,40]; however,most of these algorithms build
disjoint clusters or they are incremental ; i.e., they only process additions.

From the set of algorithms that can deal either with additions or deletions [4,9,12,13], only the Star
algorithm [4] faces the problem of overlapping clustering in a dynamic context, while Ant-Cluster [9],
DB-Colc [12] and IncrementalDBSCAN [13] build disjoint clusters. Based on this fact, in this section we
just describe in detail the Star algorithm, which will be used for comparing the behavior of the algorithm
proposed in this work. The DHS algorithm reported in [15] was not included as related work because it
faces the problem of hierarchical clustering in a dynamic context, which is out of the scope of this paper.

Although our work seems to be close to algorithms developed for clustering data streams [2,17,28],
there are some differences that must be highlighted. First, since a data stream consists of a set of multi-
dimensional records X1,X2, . . . ,Xk, . . . arriving at different time stamps, those algorithms proposed
for clustering data streams, like those introduced in [2,17,28], are just able to process additions. While,
dynamic algorithms, like the one we introduce in this work, are able to process additions, deletions and
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Fig. 1. Illustrating one limitation of the Star algorithm.

modifications. Second, to the best of our knowledge, none of the algorithms developed for clustering
data stream faces the problem of overlapping clustering, which is the problem addressed in this work.
Based on the differences above explained, we decided do not include, as related work, algorithms facing
the data stream clustering problem, like those proposed in [2,17,28].

The Star algorithm [4] is a graph-based clustering algorithm that has been used for filtering [5] and for
information organization tasks [3]. Star considers the collection of objects represented by its associated
thresholded similarity graph and, like many graph-based algorithms, it builds a clustering through a
cover of this graph.

Given a collection of objects O = {o1, o2, . . . , on}, a user-defined parameter β and a similarity
function S such that ∀oi, oj ∈ O, oi �= oj , S(oi, oj) = S(oj , oi); a thresholded similarity graph is an
undirected graph Gβ = 〈V,Eβ〉 where V = O and (oi, oj) ∈ Eβ if and only if S(oi, oj) � β. A
star-shaped sub-graph is a sub-graph of m+1 vertices, a special vertex c called center and m vertices
called satellites, such that there is an edge between the center and each satellite. When a star-shaped
sub-graph only contains the center then it is called degenerated. For the Star algorithm each star-shaped
subgraph is interpreted as a cluster.

Star builds a cover of Gβ using star-shaped sub-graphs. This cover is obtained through a greedy
heuristic which selects in each iteration the most dense sub-graph; i.e., the sub-graph containing the
highest number of satellites. When some objects are added or deleted from the collection, some star-
shaped sub-graphs must be deleted, updated or created; therefore, the current clustering must be updated.

In order to update the clustering after a change, Star iteratively analyzes a list L initially containing
all the satellites adjacent to the added, or removed, vertex. In each iteration, the vertex v ∈ L having the
highest degree is selected and if v has a degree greater than any of its adjacent centers then v is promoted
to center and removed from L. After the promotion, each center c adjacent to v is removed from the list
of centers and each vertex u ∈ c.Adj is inserted into L. The aforementioned process finishes when L
becomes empty.

The Star algorithmhas twomain limitations. First of all, it is not able to process eithermultiple additions
or multiple deletions. It is important to clarify what we understand as multiple additions/deletions and
why it is important to deal with them. Let’s suppose that a set of objects O will be added to the dataset.
The Star algorithm adds the objects of O to the dataset one by one, updating the clusters after each
addition. Notice that, if more than one object is added to the same cluster then this strategy would
consume a long time. A better choice would be to allow the algorithm to add all the objects to the dataset
and after that to update the clusters that were affected by the additions. It is important to notice that the
previous situation could also happen with deletions or with a combination of additions and deletions.

Another limitation of Star is that it tends to build a lot of clusters, each one with few objects. It is
important to notice that, when a vertex v is selected as center, all its adjacent vertices are removed from
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214 A. Pérez-Suárez et al. / A dynamic clustering algorithm for building overlapping clusters

L. Let suppose that these removed vertices have a degree greater than any vertex remaining in L. Since
the remaining vertices covers less vertices than the one covered by the removed vertices, it is possible
that we need to select more centers than the ones we would need to select without removing the adjacent
vertices of v. This situation is described through an example in Fig. 1; in this figure the vertices appear
labeled with their degree. In Fig. 1, the vertices selected as center were highlighted using a dashed line.

As it can be seen in Fig. 1(b), when vertex a is selected as center, both vertices b and c are removed
from the list of candidates. Therefore, Star will select vertices d, e, f and g as center for covering Gβ .
In this way, the number of clusters is greater than the one that would be obtained if vertices b and c were
not removed from L and consequently, they were selected by the algorithm. As it will be showed later
on in Subsection 3.2, our proposed algorithm overcomes this limitation.

The algorithm proposed in this work, named DCS, introduces a new graph-covering strategy that
allows us to obtain a set of overlapping clusters, together with a strategy that allows DCS to update the
clustering, by efficiently managing multiple additions and deletions.

3. Clustering based on strength

The presentation of the proposed dynamic clustering algorithm is divided into four subsections. First
of all, in Subsection 3.1, we give some basic concepts needed for introducing our algorithm. Second,
in Subsection 3.2 the new strategy proposed to cover Gβ is introduced. Afterwards, in Subsection 3.3,
we introduce the new strategy for updating a clustering when multiple objects are added and/or deleted,
together with the pseudocode of the DCS algorithm. Finally, in Subsection 3.4 some characteristics of
the DCS algorithm are discussed.

3.1. Basic concepts

Let Gβ = 〈V,Eβ〉 be a thresholded similarity graph and v a vertex of Gβ ; the set of adjacent vertices
of v, denoted by v.Adj, is the set of vertices u ∈ V , such that there is an edge (v, u) ∈ Eβ . The vertices
having an empty set of adjacent vertices are known as isolated. Additionally, the cardinality of v.Adj is
known as the degree of v.

Let Gβ = 〈V,Eβ〉 be a thresholded similarity graph; a star-shaped sub-graph (s-graph) in Gβ is a
sub-graph G

′
β = 〈V ′

, E
′
β〉 such that V

′ ⊆ V , E
′
β ⊆ Eβ and there is a vertex c ∈ V

′
which meets

∀v ∈ V
′
, v �= c, there is an edge (c, v) ∈ E

′
β . The vertex c is called the center of the s-graph and the

remaining vertices are called satellites.
Let W = {G1

β , G2
β , . . . , Gk

β} be a set of s-graphs which were built from a thresholded similarity graph
Gβ = 〈V,Eβ〉; the set W is a cover of Gβ iff ∀v ∈ V , ∃Gi

β = 〈V i, Ei
β〉 ∈ W , such that v ∈ V i.

Let v, u ∈ V be two vertices of Gβ and G
′
β = 〈V ′

, E
′
β〉 the s-graph where v is the center; we say that

v covers u iff u ∈ V
′
.

Let Gβ = 〈V,Eβ〉 be a thresholded similarity graph and M = {v1, v2, . . . , vk} a set of vertices where
∀i = 1..k, vi ∈ V ; M is a β-connected component iff it meets the following conditions:

i) ∀vi, vj ∈ M , vi �= vj , there are vi1 , vi2 , . . . , viq ∈ M , such that ∀p = 1..q − 1, (vip , vip+1) ∈ Eβ

and vi1 = vi and viq = vj or vi1 = vj and viq = vi.
ii) There is not another set M ′, satisfying condition i), such that M ⊂ M ′.

The set formed by a singleton isolated vertex of Gβ is considered a degeneratedβ-connected component.
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Fig. 2. Illustrating the use of the strength in the covering of a graph Gβ .

3.2. Building overlapping clusters using strength

Finding the minimum vertex cover of a graph Gβ is a NP complete problem [14]; however, we can
build a cover of Gβ , using s-graphs, that approximates the minimum cover. Since a s-graph is determined
by its center, the problem of finding a set W = {G1

β , G2
β , . . . , Gk

β} of s-graphs, which covers Gβ , can

be seen as the problem of finding the set C = {c1, c2, . . . , ck} where ∀i = 1..k, ci is the center of the
s-graph Gi

β ∈ W . Since each vertex in Gβ forms a s-graph then, initially, all vertices are candidates to
be included in C; therefore, it would be useful to define a criterion to reduce the number of candidates
and also it is important to establish a selection order among the candidates. The proposed algorithm is
based on a property of the vertices called strength.

The strength of a vertex v ∈ V , denoted by v.strength, is computed as follows:

v.strength = |{w ∈ v.Adj | v.count � w.count}| ,
where v.Adj is the set of adjacent vertices of v and v.count is the number of vertices z ∈ v.Adj which
have a degree non greater than the degree of v; w.count is defined in the same way as v.count.

Ideally, iteratively selecting the vertex v with the highest degree (the one with the highest amount of
adjacent vertices) will lead to cover Gβ as fast as possible; however, this could not always so. If the
vertex v, having the highest degree in the iteration i, is adjacent to d vertices which were selected in
previous iterations then, the amount of vertices that could be included in the cover of Gβ by vertex v
will be |v.Adj| − d instead of |v.Adj| as it was supposed. Therefore, if there was a vertex u such that:
(i) u is adjacent to q previously selected vertices and (ii) |u.Adj| − q > |v.Adj| − d then, even when
|u.Adj| < |v.Adj|, for covering Gβ as fast as possible, selecting the vertex u in the iteration i would be a
better choice than selecting v. By using the strength of the vertices instead of their degree in the covering
process we can solve the above mentioned problem.

An example, illustrating the previous situation, is given in Fig.2. In this figure, we show a graph where
the vertices appear labeled with their degree (see Fig. 2(a)) and a graph where the vertices appear labeled
with their strength (see Fig. 2(b)). As it can be seen from Fig. 2(a), after the selection of vertices h and k
(the vertices having the greatest degree) the vertex d is the remaining vertex having the highest degree;
however, if we select vertex d we still need to select vertex c to entirely cover the graph. On the contrary,
as it can be seen from Fig. 2(b), this problem does not appear when the strength is used, since vertex c
has a strength greater than vertex d.
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Fig. 3. Centers selected for covering the graph of Fig. 2(b).

Intuitively, v.strength measures the amount of vertices that vertex v could include in the cover of Gβ

if all the vertices, which could include more vertices than v, were selected before v.
From the previous analysis, we can conclude that the only vertices that need to be verified are those

having a strength greater than zero, besides the vertices should be selected in decreasing order according
to their strength value. All vertices having a strength greater than zero are added to a list of candidates
L. The isolated vertices of Gβ are included directly in C .

The candidates in the list L are analyzed in descending order according to the strength of the vertices;
in this way, the number of s-graphs needed to cover Gβ could be reduced. Each vertex v ∈ L is selected
as a center and added to C if it satisfies one of the following conditions:

1) v has not been covered yet; i.e., v /∈ C and � c ∈ C , such that (c, v) ∈ Eβ .
2) v is already covered by other vertices in L but it has at least one adjacent vertex which is not covered

yet. This condition avoids selecting centers that have all their satellites covered by previous selected
centers; i.e., centers that do not help to cover Gβ .

In Fig. 3, we show how the graph of Fig. 2(b) is covered using the above explained strategy. In this
figure, the vertices selected as center are highlighted using a dashed line.

Once the set C is built, there could be some vertices belonging to C which are not useful to cover Gβ ;
i.e., they could be removed from C and Gβ would still be covered. In order to remove from C all the
centers that are no longer useful to cover Gβ , some additional steps must be done. First of all, the set C
is sorted in ascending order according to the degree of the centers; after that, all redundant centers are
removed from C . A center c ∈ C is redundant if it satisfies the following conditions:

a) c has an adjacent center whose degree is greater than the degree of c.
b) Each vertex u ∈ c.Adj is a center or it has, at least, another adjacent center different from c.

Finally, after removing all redundant centers, the s-graphs formed by the centers in C are the final
clusters.

In Fig. 4, we illustrate all the above explained ideas using an example. Fig. 4(a) shows a similarity
graph where all vertices are labeled with their strength. Figure 4(b) shows the centers that are selected
by our algorithm; the vertices selected as center are highlighted using a dashed line. In Figure 4(c) we
show the remaining centers after removing redundant centers. Finally, in Fig. 4(d) we showed the final
clusters obtained by the above process.
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Fig. 4. Illustrating the step for covering a graph Gβ .

The above described strategy constitutes a static algorithm for clustering data. The pseudocode of this
algorithm is showed in Algorithm 1.

It is important to notice that the strategy proposed in this subsection for covering Gβ allows centers
to be adjacent each other. Besides, since we selected the vertices in descending order according to

AU
TH

O
R 

CO
PY
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Fig. 5. Centers selected for the graph of Fig. 1(a) following our proposed strategy.

their strength and we remove any unnecessary cluster, we obtain fewer clusters than the Star algorithm.
Following the ideas presented in this subsection, the graph of Fig. 1(a) can be covered using fewer
centers, as it is showed in Fig. 5. In this figure, the vertices selected as centers were highlighted using a
dashed line.

For determining the computational complexity of Algorithm 1, we will analyze each one of its steps.
Let n be the size of the object collection O = {o1, o2, . . . , on}; i.e., |O| = n. In Step 1, the similarity
between all pairs of objects is calculated. Therefore, the time spent in this step is T1 = n2, thus T1 is
O(n2).

In Step 2, in order to compute the strength of each vertex, v.count must be calculated and then, using
it, v.strength is computed. Based on the definition of strength the time spent by Step 2 is T2 = 2 · n2;
i.e., the computational complexity of Step 2 is O(n2).

Steps 3 and 4 can be executed by checking the degree and the strength of all vertices in V . Thereby,
the time spent by these steps is T3 = n; thus, T3 is O(n). Since the strength of a vertex v is an integer in
[0,n−1], following the pigeonhole principle, the sorting process of Step 5 can be done in a time T4 = n;
hence, T4 is O(n).

In order to verify if a candidate v ∈ L satisfies condition 1 or condition 2 (see Steps 6–8) it is necessary
to visit all vertices in v.Adj; thus, the time of this process is T5 = n2. Given that T5 is O(n2), the
computational complexity of Steps 6–8 is O(n2).

Step 9, following the same explanation of Step 5, spends a time T6 = n; therefore, T6 is O(n). For
removing the redundant centers it is necessary to verify, for each center c ∈ C , the conditions a and b;
therefore, the time spent in this process is T7 = |C| · n. Since, in the worst case, |C| = n, then T7 = n2,
thus T7 is O(n2). As the final clusters are the s-graphs formed by each center c ∈ C , the set SC can be
built in a time T8 = n2; thus T8 is O(n2).

Finally, the time of the entire algorithm is Tt =
∑8

i=1 Ti, where Ti, i = 1..8, are the times of each step
of the algorithm. By the rule of the sum, Tt is O(max (Ti | i = 1..8)). From the the previous analysis
we can conclude that the complexity of Algorithm 1 is O(n2).

3.3. Updating the current clustering

Let’s suppose that we have a similarity graph Gβ = 〈V,Eβ〉 covered using Algorithm 1 and that C is
the list of centers covering Gβ . In order to update the current clustering when there are changes in the
collection, it is important to know, first of all, how these changes could affect the current cover of Gβ .
In the analysis presented in this subsection, it will be assumed that: (i) more than one object could be
added to/deleted from Gβ at the same time, and (ii) it could be a combination of both operations.

It is important to mention that each addition or deletion impacts the topology of Gβ . The addition of
an object to the collection implies the addition of a new vertex in Gβ , and consequently to compute its
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Fig. 6. Illustrating the situations that could happen when vertices are added to/removed from the graph.

similarity to all the other vertices in Gβ . On the other hand, when an object is deleted from the collection,
the vertex that represents this object together with its associated edges are removed from Gβ . In both
cases, the strength of some vertices in Gβ must be recomputed.

After some vertices are added to/removed from Gβ there are two situations that could happen:

a) Some vertices become uncovered. This situation happens when at least one added vertex does not
have any center in its set of adjacent vertices, or when all the centers covering a specific vertex are
deleted.

b) The strength of some vertices changes and, as a consequence of that, there is at least one vertex v
which has a strength greater than: (i) at least one of the centers in v.Adj or (ii) at least one center
covering vertices in v.Adj.

In Fig. 6, we showed an example where situations a) and b) happen. In Fig. 6(a), we showed an already
covered graph; in this graph, the selected centers are highlighted using dashed lines. In Fig. 6(b), we
showed the graph resulting from adding the vertex g to the graph of Fig. 6(a). As it can be seen from
Fig. 6(b), the vertex g is uncovered and therefore the vertex c should be selected as a center for updating
the covering. After updating the covering of the graph in Fig. 6(b) if we add the vertex h then, we obtain
the graph of Fig. 6(c). Although all vertices of Fig. 6(c) are covered, the vertex h has higher strength
than vertex c therefore, vertex h should be selected as a center instead of vertex c. On the other hand,
after updating the covering of the graph in Fig. 6(b), if we remove the vertex c then, we obtain the graph
of Fig. 6(d) . As it can be seen from this graph, the vertex g became uncovered.

In order to update the clustering when situation a) happens some new centers must be selected and
included in C; therefore, for each uncovered vertex v one vertex u ∈ v.Adj must be selected as a center.

Situation b), on the other hand, motivates a deeper analysis. A vertex v could change its strength if at
least one of the following conditions happens:
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i) The value of v.count changes.
ii) There is at least one vertex u ∈ v.Adj such that the value of u.count changes.

Following a similar reasoning, a vertex v could change its v.count only if at least one of the following
conditions happens:

i) One or more vertices are added to or removed from v.Adj.
ii) There is at least one vertex u ∈ v.Adj such that one or more vertices are added to or removed from

u.Adj.

From the previous analysis we can conclude that the vertices that could change their strength belong
to the β-connected components that contain:

a) The vertices which were added to Gβ .
b) The vertices which were adjacent to the vertices removed from Gβ .

Therefore, we can update a clustering or covering of Gβ by updating the covering of each β-connected
component containing vertices that change their strength. Let G′ = 〈V ′, E′〉 be one of those β-connected
components and C ′ ⊆ V ′ the list of centers covering G′. For updating the covering of G′, first of all,
the strength of each vertex in V ′ must be recomputed. Afterwards, the list L′ of vertices v ∈ V ′ that are
candidates to be promoted to centers must be computed.

Let V ′
s ⊆ V ′ be the set of non centers vertices having a strength greater than zero; In order to compute

the list L′, the vertices v ∈ V ′
s and the vertices c ∈ C ′ must be processed.

Each vertex v ∈ V ′
s fulfilling at least one of the following conditions will be considered as candidate,

and consequently it will be included in L′:

i) v is uncovered.
ii) v has at least one adjacent vertex which is not covered.
iii) v has at least one adjacent vertex u such that the center w, adjacent to u and having the greatest

strength among all the adjacent centers of u, meets the condition that v.strength > w.strength.
In addition, all vertices like u are marked as activated; the vertices marked as activated are used
during the analysis of the list C ′.

In the analysis of the list C ′, the adjacent vertices of each center c ∈ C ′ are visited. The vertices
v ∈ c.Adj, such that v /∈ C ′ and v.strength > c.strength, are included in L′; all centers c having at least
one adjacent vertex v, such that v /∈ C ′ and v.strength > c.strength, are marked as weak. Once all the
adjacent vertices of c have been visited, if c is marked as weak or it has at least one satellite marked
as activated then, c is removed from C ′ since it could be replaced by other vertices having a greater
strength. Finally, if c.strength > 0 then c is considered as a candidate and it is included in L′.

Once the candidate list L′ is built, the cover of G′ is updated using the same cover strategy used in
the Steps 5–10 of Algorithm 1. Afterwards, each vertex in the β-connected component is marked as
“processed” in order to guarantee that a vertex will not be processed more than once.

The above described strategy constitutes the DCS algorithm. The pseudocode of DCS is showed in
Algorithm 2.

Notice that, unlike previous algorithms, the DCS algorithm processes first all the changes in Gβ and
after that it updates the current cover; thus, if there are two or more changes, additions or deletions that
were done to Gβ , affecting the same clusters, then these clusters will be updated just once instead of
processing each change one by one as Star does. This last characteristic of DCS allows the algorithm to
save time being able to efficiently manage multiple additions and/or deletions of objects.
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Algorithm 2: DCS algorithm

For determining the computational complexity of the DCS Algorithm, we will analyze each one of its
steps. Let n be the number of vertices of Gβ in any step of the algorithm; i.e., n = |V |.

Steps 2–9 update Gβ by processing first the set R− and then the set R+; this order in the processing
of the added and/or removed objects avoids unnecessary calculation of the similarity between objets in
R+ and objets in R−. Steps 2–5 spend a time T1 = n·(n−1)

2 ; thus, T1 is O(n2). Steps 6–9 spend a time
T2 = n2, then T2 is O(n2).

The time spent by Steps 10–26 depends on the time spent by Steps 12–24. The construction of
G′ = 〈V ′, E′〉 in Step 12 can be done in a time T3 = n2

i , where ni = |V ′|. The time spent by Steps 13–
23 depends, in the worst case, on the time spent by Steps 15–22. Step 15, as explained for Algorithm 1,
spends a time T4 = 2 · n2

i . The construction of L′ in Step 16 can be done in T5 = n2
i . The time of

Steps 17–22, as explained for Algorithm 1, is T6 = 2 · n2
i + 2 · ni and the time of Step 24 is T7 = ni.

Based on the previous analysis the time of Steps 11–25 is T11−25 = 6 · n2
i + 3 · ni. Let M =

{v1, v2, . . . , vk} be the set of vertices for which Steps 10–26 are executed. If the size of the β−connected
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component G′ = 〈V ′, E′〉 generated by each vertex vi is ni then the time spent in Steps 10–26 is:

T10−26 =
k∑

i=1

(6 · n2
i + 3 · ni) =

k∑

i=1

6 · n2
i +

k∑

i=1

3 · ni = 6 ·
k∑

i=1

n2
i + 3 ·

k∑

i=1

ni (1)

Given that
∑k

i=1 ni = n, where n = |V |, then substituting in Eq. (1):

T10−26 = 6 ·
k∑

i=1

n2
i + 3 ·

k∑

i=1

ni = 6 ·
k∑

i=1

n2
i + 3 · n

T10−26 � 6 · (
k∑

i=1

ni)2 + 3 · n � 6 · n2 + 3 · n

then, the computational complexity of Steps 10–26 in the worst case is O(n2). The time spent by Step 27
is T8 = n and the time spent by Steps 28–30 is, in the worst case, T9 = n2; therefore, T8 is O(n) and T9

is O(n2).
Finally, based on the aforementioned analysis the total time spent by the DCS algorithm is Tt =

T1 + T2 + T10−26 + T8 + T9. By the rule of the sum Tt is O(max (T1, T2, T10−26, T8, T9)); therefore,
Tt is O(n2).

3.4. Final considerations about the DCS algorithm

Our proposed algorithm, unlike other dynamic algorithms, is able to process multiple additions and/or
deletions. That is, when a set of additions and/or deletions must be processed at a given time, instead of
updating the clustering after each change, our algorithm process all changes and after that, the clustering
is updated. In this way, when some addition and/or deletion operations affect the same clusters, DCS
saves processing time because it update those clusters just once rather than several times.

Finally, as it can be noticed from Algorithm 2, the DCS algorithm supposes that there exists a graph
Gβ , representing the current collection, which were previously covered. However, if there is no previous
collection and it is the first time that the collection will be clustered then, the graph Gβ needed as
input parameter is an empty graph; in this way, DCS can process a collection without the existence of a
previous clustering.

4. Experimental results

In order to show the performance of the proposed algorithm, some experiments were done over
several overlapping collections. The experiments were divided into three types: those for comparing
the algorithms according to the quality of the clustering, those for evaluating the time spent by each
algorithm for processing of multiple additions and/or deletions, and finally, those for comparing the
algorithms according to the number of clusters.

In all these experiments we contrast our results against those obtained by the Star algorithm [4].
We used Star in our experiments because it is the unique clustering algorithm facing the problem of
overlapping clustering in a dynamic context. Both the Star and DCS algorithms were implemented in
C++. All the experiments presented in this subsection were performed on a PC with an Intel Core 2
Duo at 1.86 GHz CPU with 2 GB DDR2 RAM, running RedHat Enterprise Linux 5.3.
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Table 1
Characteristics of the document collections

Collection #Documents #Classes #Terms
AFP 695 25 11785

Reu-Te 3587 100 15113
Reu-Tr 7780 115 21901
Reuter 11367 120 27083
TDT 16007 193 68019

TDT-1 8602 176 51764
TDT-2 7404 178 44610
TDT-3 10258 174 53706
TDT-4 10074 172 53036
TDT-5 11328 182 55923

4.1. Description of the collections

Since we are facing the problem of overlapping clustering, we decided to evaluate the algorithms in
the task of document clustering, where it is common for a document to belong to more than one topic.

The document collections used in the experiments were built from three benchmark text collections:
AFP, Reuters-21578 and TDT2. The AFP benchmark was downloaded from http://trec.nist.gov and it
contains news published by the AFP agency in 1994 and used in the TREC-5 conference. Reuters-
-21578 was downloaded from http://kdd.ics.uci.edu and it contains news published by Reuters during
1987. TDT2 was downloaded from http://www.nist.gov/speech/tests/tdt.html ant it contains news stories
collected from different sources from January 1998 to June 1998. AFP contains news in Spanish while
the other two benchmarks contain news in English.

Ten document collections were built from the aforementioned benchmarks: (1) AFP was built from the
AFP benchmark using all its news, (2) Reu-Te was built from Reuters benchmark using the news tagged
as “Test” that have been associated with at least one topic, (3) Reu-Tr was built from Reuters benchmark
using the news tagged as “Train” that have been associated with at least one topic, (3) Reuters, is the
union of Reu-Te and Reu-Tr, (4) TDT was built from TDT2 benchmark using the news that have been
associated with at least one topic and (5) five sub-collections of TDT called as TDT-1, TDT-2, TDT-3,
TDT-4 y TDT-5. In order to build these five sub-collections of TDT, the news contained in the TDT
collection were randomly arranged into 5 folds. Afterwards, each sub-collection was built by selecting
randomly three from the five folds.

The characteristics of the ten document collections are shown in Table 1. In Table 1, the column
labeled as “Classes” corresponds to the number of topics or classes which were manually identified by
experts for each document collection. The ground truth of each collection is distributed together with
the collection.

In our experiments, documents were represented using the Vector Space Model (VSM) [35]. The
index terms of the documents represent the lemmas of the words occurring at least once in the whole
collection; these lemmas were extracted from the documents using the Tree-tagger.1 Stop words such
as: articles, prepositions and adverbs were removed.

The index terms of each document were statistically weighted using term frequency normalized by the
logarithm [16]. The cosine measure was used to calculate the similarity between two documents [7].

1http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger.
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4.2. Evaluation measures

There are several measures proposed to evaluate the quality of the clusters obtained by a clustering
algorithm [29]. Most of these measures were developed to evaluate disjoint clusters; i.e., they are not
useful to evaluate clustering algorithms in scenarios where objects can belong to more than one cluster.
In our experiments, we use the Fmeasure [6] and Jaccard-index [23] which are external measures used
to evaluate overlapping clusterings [15,30].

We do not use internal measures like the Dunn index [11] and the silhouette width [34], because
this type of evaluation measures has not been defined for evaluating overlapping clusters, which is the
problem addressed in our paper. Moreover, a deep study is required in order to extend this type of
measures for evaluating overlapping clusters.

Both, Fmeasure and Jaccard-index, are external measures which evaluate quality based on how much
the set of clusters obtained by the algorithm resembles the set of classes manually labeled by experts;
the higher the value of each measure the better the clustering. These two measures evaluate the quality
of a clustering using statistics over pairs of objects.

Let G = {g1, g2, . . . , gk} be the clusters obtained by a clustering algorithm and C = {c1, c2, . . . , ck}
be the set of classes in which, according to the judgment of the experts, the collection should be clustered.

Let n11 be the number of pairs of objects belonging to the same cluster and class, n10 be the number
of pairs belonging to the same cluster but different class and n01 be the number of pairs belonging to the
same class but different cluster.

Given a set of clusters like G and a set of classes like C , the expressions that define the Jaccard-index
(J) and Fmeasure (F) are:

J(G,C) =
n11

n10 + n11 + n01
(2)

F (G,C) = 2 · prec(G,C) · rec(G,C)
prec(G,C) + rec(G,C)

(3)

where:

prec(G,C) =
n11

n11 + n10
and rec(G,C) =

n11

n11 + n01

Both measures take values in [0,1] and, as it was mentioned before, the closer to 1 the value of each
measure is, the better the clustering is. Besides, Fmeasure and Jaccard-index measures take into account
the Homogeneity and Completeness of a clustering.

Homogeneity states that the clusters should not mix objects from different classes. Notice from Eq. (2)
that building a cluster of objects belonging to different classes increases the value of n10 and then the
value of J(G,C) will decrease; therefore, Jaccard-index takes into account the Homogeneity of clusters.

In order to show that Fmeasure takes into account the homogeneity of clusters, prec(G,C) and rec(G,C)
are substituted in Eq. (3):

F (G,C) = 2 ·
n11

n11+n10
· n11

n11+n01
n11

n11+n10
+ n11

n11+n01

= 2 ·
n2

11
(n11+n10)(n11+n01)

n11·(n11+n01)+n11·(n11+n10)
(n11+n10)(n11+n01)

F (G,C) =
2 · n2

11

n11 · (n11 + n01) + n11 · (n11 + n10)
=

2 · n2
11

n11 · (2 · n11 + n10 + n01)
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thus:

F (G,C) =
2 · n11

2 · n11 + n10 + n01
(4)

It is easy to see from Eq. (4) that, if the value of n10 increases then the value of F(G,C) will decrease;
therefore, Fmeasure takes into account the homogeneity in a clustering.

Completeness, on the other hand, states that objects belonging to the same class should be grouped
together in the same cluster. If in a clustering, the objects belonging to the same class are clustered in
two or more clusters, then the value of n11 decreases and the value of n01 increases; hence, the value of
J(G,C) will decrease, showing in this way that Jaccard-index takes into account the completeness of a
clustering.

Working on Eq. (4) we have:

F (G,C) =
2 · n11

2 · n11 + n10 + n01
=

1
2·n11+n10+n01

2·n11

and then:

F (G,C) =
1

1 + n10
2·n11

+ n01
2·n11

(5)

As it can be noticed from Eq. (5), if the value of n11 decreases and the value of n01 increases then both
n10

2·n11
and n01

2·n11
will increase and therefore, the value of F (G,C) will decrease, showing in this way that

Fmeasure takes into account the completeness of a clustering.
Notice that both properties, homogeneity and completeness, are basic goals that a clustering algorithm

should accomplish: a clustering algorithm should keep objects from the same class together and objects
from different classes apart; thus, by using Fmeasure and Jaccard-index we will be able to evaluate the
quality of the resulting clusters.

4.3. Quality of the resulting clusters

In this experiment we compare the algorithms according to the quality, considering Jaccard-index and
Fmeasure, of the clustering they build. This experiment was conducted as follows.

First of all, since both algorithms depend on the data order, we built for each document collection C ,
twenty collections C1, C2, . . . , C20 in such a way that all these collections are different wrt. the order
of the documents. After that, we executed each algorithm over the twenty document collections of each
collection C using values of β in [0.15,0.40] with an increment of 0.01; that is, we use β = 0.15, 0.16,
0.17 an so on.

After that, we computed the values of Jaccard-index and Fmeasure obtained by each algorithm on
each execution. In these experiments, we realized that for values of β, greater than 0.40 and smaller than
0.15, the quality of the clustering decreases. For this reason, we do not use values of β out of the above
mentioned interval.

Then, we computed the average value of Fmeasure and Jaccard-index obtained by each algorithm, over
the twenty document collections of each collection C , for each value of β used in the above mentioned
executions. It is important to mention that, even when both algorithms depend on the data order, the
standard deviation of the values of Fmeasure and Jaccard-index obtained by each algorithm, over the
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Table 2
Best average quality values obtained by each algorithm over each document collection

AFP Reu-Te Reu-Tr Reuter TDT
Alg. F J F J F J F J F J
Star 0.73 0.57 0.59 0.42 0.56 0.39 0.57 0.40 0.40 0.25
DCS 0.76 0.63 0.64 0.47 0.58 0.41 0.58 0.41 0.48 0.32

TDT-1 TDT-2 TDT-3 TDT-4 TDT-5
Alg. F J F J F J F J F J
Star 0.39 0.24 0.45 0.29 0.46 0.30 0.47 0.31 0.44 0.28
DCS 0.47 0.30 0.53 0.36 0.53 0.36 0.55 0.38 0.52 0.35

Table 3
Values of β where each algorithm obtains its best average
performance considering the Jaccard-index and the Fmeasure

AFP Reu-Te Reu-Tr Reuter TDT
Star 0.25 0.24 0.24 0.21 0.29
DCS 0.25 0.25 0.24 0.25 0.32

TDT-1 TDT-2 TDT-3 TDT-4 TDT-5
Star 0.30 0.29 0.29 0.29 0.30
DCS 0.32 0.32 0.32 0.30 0.31

Table 4
Percent improvements obtained by the DCS algorithm over the Star algorithm

Collections
Measure AFP Reu-Te Reu-Tr Reuter TDT

F 4.11 10.34 3.57 1.75 20.0
J 7.02 11.90 5.13 2.50 28.0

Collections
Measure TDT-1 TDT-2 TDT-3 TDT-4 TDT-5

F 20.51 17.78 15.22 17.02 18.18
J 25.0 24.14 20.0 22.58 25.0

twenty document collections of each collection C , was smaller than 0.01 for each value of β used. This
means that the Fmeasure and the Jaccard-index vary only a little for different orders.

Table 2 shows the best average values of Fmeasure (F) and Jaccard-index (J) obtained by each algorithm
over each collection C . Table 3 shows the values of β where each algorithm obtained, for each document
collection, the best average values of Jaccard-index and Fmeasure.

As it can be noticed from Table 2, DCS outperforms the Star algorithm, considering both evaluations
measures, in all the collections used in this experiment.

In addition, we show in Table 4 the improvement in percentage of the values of Fmeasure (F) and
Jaccard-index (J) obtained by our proposed algorithm wrt. the values obtained by Star considering the
same evaluation measures.

As it can be seen from Table 4, DCS gets improvements up to the 20.51% considering the Fmeasure
and the 28.0% considering the Jaccard-index.

4.4. Time spent for processing multiple operations

In these experiments we measure the time spent by each algorithm when multiple additions/deletions
are done over the two largest collections; i.e., Reuters and TDT.
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Fig. 7. Behavior of the Star and DCS algorithms over Reuters and TDT for processing Na multiple additions.

The experimental results presented in this subsection are divided into three parts. In the first part,
the performance of each algorithm considering just multiple additions is presented. The second part
is focused on measuring the time spent by each algorithm when multiple deletions are done over the
collection and finally, the third part shows the behavior of each algorithm for multiple deletions followed
by multiple additions.

4.4.1. Behavior for multiple additions
In this experiment, we measure the time that Star and DCS spent for updating the clustering every

time a number Na of documents is added to each collection. When the first Na documents are added to
the collection there is no previous clustering; therefore, these first Na of added documents are clustered
by both algorithms from the beginning. From this point, every time Na documents are added to the
collection, both methods update the previous clustering.

In the experiment with the Reuters collection we used for Na the value of 1000 (see Fig. 7(a)). In
the experiment with the TDT collection we used for Na the value of 2000 (see Fig. 7(b)). The values
of Na were chosen taking into account the size of each collection. It is important to notice, that a fair
comparison is only possible if both algorithms use the same value of β when they are processing the
same collection. The use of different values of β would produce different thresholded similarity graphs.
Therefore, we will not know if an algorithm has the best behavior because it has the best strategy or
because it processes a graph different from the one processed by the other algorithm. Therefore, in this
experiment we will use β = 0.25 and β = 0.30 for Reuters and TDT respectively.

In order to do a fair comparison, we built from each document collection ten different collections
such that they are different wrt. the order of the documents they contain. After that, we executed both
algorithms over all the collections created from Reuters and also over all the collections created from
TDT. In Fig. 7, the average performance of the Star and DCS algorithms over Reuters and TDT, for the
selected values of Na, is shown.

As it can be seen from Fig. 7, our proposed algorithm has better average performance than Star when
multiple additions are processed over the Reuters and TDT collections. We conducted other experiments
using Na = 1500 and Na = 2000 for Reuters; and Na = 3000 and Na = 4000 for TDT. Using these
values for Na, we observed a behavior similar to that observed in the experiment above described.

From these experiments we realized that the order in which the documents are clustered and the size of
the increment both have influence in the time spent by each algorithm for clustering the entire collection.
That is, the time spent by the algorithm for processing different orders and different increments could be
very different, depending on how difficult was to update the clustering after the changes. For example,
we noticed that the time spent by the Star algorithm for clustering the TDT collection varies too much
from one order to another when we use Na = 2000 and Na = 3000. However, the time spent by our
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Fig. 8. Behavior of the Star and DCS algorithms over Reuters and TDT for processing Nd multiple deletions.

algorithm for clustering TDT using Na = 2000 and Na = 3000, does not vary to much from one order
to another.

4.4.2. Behavior for multiple deletions
In these experiments, we measured the time spent by the Star and DCS algorithms for updating the

clustering built for Reuters and TDT, every time a number Nd of documents is randomly removed. We
used for Nd the same values used for Na in the experiment of Subsection 4.4.1; that is, Nd = 1000
for Reuters and Nd = 2000 for TDT. For building the previous clustering for the Reuters and TDT
collections we used the same values of β chosen in Subsection 4.4.1; i.e., β = 0.23 for Reuters and β =
0.30 for TDT.

In order to do a fair comparison, in the same way as for multiple additions, we repeated this experiment
ten times for each value of Nd, for both collections. In Fig. 8, the average performances of the Star and
DCS algorithms, over Reuters and TDT, for the selected values of Nd, are shown.

As it can be seen from Fig. 8, our proposed algorithm clearly overcomes Star in the processing of
multiple deletions over the Reuters and TDT collections. We conducted other experiments using Nd =
1500 and Nd = 2000 for Reuters; and Nd = 3000 and Nd = 4000 for TDT. Using these values for Nd,
we observed a behavior similar to that observed in the experiment above described.

4.4.3. Behavior for multiple modifications
In these experiments, we measured the time each algorithm spent for multiple modifications. It is

important to remember that both the Star and the DCS algorithms process a modification by processing
a deletion followed by an addition.

First of all, we measured the time Star and DCS spent, for updating the clustering built for the Reuters
and TDT , when a number Nm of documents is randomly deleted and added again but increasing or
decreasing the weight of some terms belonging to the documents (i.e., modified).

We used for Nm the same values used in the previous experiments for Na and Nd; that is, Nm = 1000
for Reuters and Nm = 2000 for TDT. For building the previous clustering for Reuters and TDT we used
the same values of β chosen in Subsection 4.4.1; i.e., β = 0.23 for Reuters and β = 0.30 for TDT.

In order to do a fair comparison, in the same way as for multiple deletions, we repeated the experiment
ten times over both collections and for each value of Nm. The behavior reported for each algorithm, is
the average time spent by each algorithm over the ten experiments for each value of Nm.

Figure 9 shows the average behavior of Star and DCS over Reuters (see Fig. 9(a)) and TDT (see
Fig. 9(b)) for the selected values of Nm.

As it can be noticed from Fig. 9, DCS outperforms Star when multiple modifications are processed
over the Reuters and TDT collections. We conducted other experiments using Nm = 1500 and Nm =
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Table 5
Number of clusters obtained by each algorithm for each document collection

Collections
Algorithms AFP Reu-Te Reu-Tr Reuter TDT

Star 162 544 727 668 2181
DCS 143 444 502 767 2122

Collections
Algorithms TDT-1 TDT-2 TDT-3 TDT-4 TDT-5

Star 1570 1173 1551 1432 1820
DCS 1414 1208 1501 1123 1226

Fig. 9. Behavior of the Star and DCS algorithms over Reuters and TDT for processing Nm multiple modifications.

2000 for Reuters; and Nm = 3000 and Nm = 4000 for TDT. Using these values for Nm, we observed a
behavior similar to that observed in the experiment above described.

4.5. Number of clusters

In this experiment, we compare the number of clusters built by each algorithm, for each document
collection, using the β values for which they obtain their best average quality values; i.e., the β values
showed in Table 3.

Table 5 shows the number of clusters obtained by each algorithm, for each document collection, using
the aforementioned values of β.

As it can be noticed from Table 5, our proposed algorithm obtains, in almost all collections, less
clusters than Star.

It is important to mention that we prefer to obtain fewer clusters since the majority of the algorithms,
proposed in the state of the art for clustering overlapped collections, build a high number of clusters. If
we want to discover the relations or patterns hidden in a collection of objects, we would expect to obtain
a number of clusters reasonable smaller than the number of objects in the collection; in this way, we will
be able to analyze the resulting clusters. When the number of obtained clusters is very high, as occurs
with the majority of the algorithms, to analyze them could become as difficult as analyzing the entire
collection; therefore, it loses sense to apply a clustering algorithm over the collection.

5. Conclusions

In this paper, a new dynamic clustering algorithm for overlapping clustering has been proposed. This
algorithm, called DCS, builds a set of clusters which could overlap, applying a new graph-covering
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strategy for covering the thresholded similarity graph that represents the collection of objects.
From the experiments, we conclude that our proposed algorithm obtains clusterings with a higher

quality, considering Fmeasure and Jaccard-index, than those obtained by the Star algorithm. The
experiments also showed that the strategy proposed in DCS, for processing multiple additions, deletions
as well as modifications of objects, is clearly faster than the one used by the Star algorithm which updates
the clusters processing the changes one by one. It is important to mention that Star needs to know what
clusters were affected after each addition/deletion in order to update the clusters; therefore, it can not
apply a strategy similar to DCS to process multiple additions/deletions.

Finally, the DCS algorithm obtains less clusters than the Star algorithm. This last characteristic could
be of great importance in those applications handling a large set of objects, since it reduces the amount
of analysis that must be done over the entire collection.

For all these reasons our algorithm is a better option than the Star algorithm for dynamic environments
where the data change frequently.

It is important to mention that, for applying our algorithm in a practical problem, the role of a domain
expert is very important. In our algorithm, the tuning of the β parameter could increase or decrease
the number of clusters. Therefore, the domain expert would decide, according to his experience and
knowledge, what would be a suitable value for this threshold and after that, he can judge the results
according to what he expect to obtain with the selected β value.

As future work, we will explore the use of the DCS algorithm in the problem of hierarchical clustering.
In this way, we will be able to discover not only what objects are grouped together in a cluster but what
relations could exist among the different clusters.
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[30] A. Pérez-Suárez and J.E. Medina-Pagola, A clustering algorithm based on generalized stars. In Proceedings of the 5th

International Conference on Machine Learning and Data Mining in Pattern Recognition (MLDM 2007), LNAI 4571,
2007, pages 248–262.
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