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determine  the  emotional  content  on speech.  We  are  interested  in  exploiting  the  potential  benefits  of
continuous  emotion  models,  so  in  this  paper  we  demonstrate  the  feasibility  of  applying  this  approach
to  annotation  of  emotional  speech  and  we  explore  ways  to  take  advantage  of this  kind  of  annotation  to
improve  the  automatic  classification  of  basic  emotions.
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ontinuous emotion model
eature selection

. Introduction

Emotions are very important in our everyday life, they are
resent in everything we do. There is a continuous interaction
etween emotions, behavior and thoughts, in such a way  that they
onstantly influence each other. Emotions are a great source of
nformation in communication and interaction among people, they
re assimilated intuitively.

The applications of emotion recognition encompass many fields,
or example, as a supporting technology in medical areas such as
sychology, neurology and caring of aged and impaired people.
utomatic emotion recognition based on biomedical signals, facial
nd vocal expressions has been applied to diagnosis and following-
p of progressive neurological disorders, specifically Huntington’s
nd Parkinson’s diseases [1].  These pathologies are character-
zed by a deficit in emotional processing of fear and disgust and,
hus, the system could be utilized to determine the subject reac-
ion/or absence of reaction to specific emotions, helping the health
rofessionals to gain a better understanding of these disorders.
urthermore, the system could be used as a reference to evalu-
te the patients’ response to certain medicines. Another important

edical application is remote medical support. These kinds of envi-

onments enable communication between medical professionals
nd patients for cases of regular monitoring and emergency situ-
tions. In this scenario the system recognizes patient’s emotional

∗ Corresponding author.
E-mail addresses: humbertop@inaoep.mx (H. Pérez-Espinosa),

argaxxi@inaoep.mx (C.A. Reyes-García), villasen@inaoep.mx
L. Villaseñor-Pineda).

746-8094/$ – see front matter ©  2011 Elsevier Ltd. All rights reserved.
oi:10.1016/j.bspc.2011.02.008
states and then transmits data indicating the patient is experienc-
ing depression or sadness, health-care providers monitoring them
will be better prepared to respond. Such a system has the poten-
tial to improve patient satisfaction and health [2–4]. It can also be
an asset for disabled people who have difficulties with communi-
cation. Hearing-impaired people who are not profoundly deaf can
use residual hearing to communicate with other people and learn to
speak with emotions making communication more complete and
understandable. In these cases, emotion recognition engines can
be used as an important element of a computer-assisted emotional
speech training system [5].  For hearing-impaired people, it could
provide an easier way to learn how to speak with emotion more nat-
urally or help speech therapist to guide them to express correctly
emotions in speech. Emotion recognition arouses great interest
in the interface design given that recognizing and understanding
emotions automatically is one of the key steps towards emotional
intelligence in Human–Computer Interaction (HCI). The need for
automatic emotion recognition has emerged due to the tendency
towards a more natural interaction between humans and comput-
ers. Affective computing is a topic within HCI that encompass these
research tendency trying to endow computers with the ability to
detect, recognize, model and take into account user’s emotional
state that plays a role of paramount importance in the way humans
make decisions [6]. Emotions are essential for human thought pro-
cesses that influence interactions between people and intelligent
systems.
In the area of automatic emotion recognition mainly two
annotation schemes have been used to capture and describe the
emotional content in speech: discrete and continuous approaches.
Discrete approach is based on the concept of basic emotions such
as anger, joy, and sadness, that are the most intense form of emo-

dx.doi.org/10.1016/j.bspc.2011.02.008
http://www.sciencedirect.com/science/journal/17468094
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ions from which all other emotions are generated by variations
r combinations of them. They assume the existence of univer-
al emotions that can be clearly distinguished from one another
y most people. On the other hand, continuous approach repre-
ent emotional states using a continuous multidimensional space.
motions are represented by regions in an n-dimensional space
here each dimension represents an Emotion Primitive. Emotion

rimitives are subjective properties shown by all emotions. The
ost widely accepted primitives are Arousal and Valence. Valence

escribes how negative or positive is a specific emotion. Arousal,
lso called Activation, describes the internal excitement of an indi-
idual and ranges from being very calm to be very active. Also,
hree-dimensional models have been proposed. The most common
hree-dimensional model includes Valence, Activation as well as
ominance [7]. This additional primitive describes the degree of
ontrol that the individual intends to take on the situation, or in
ther words, how strong or weak the individual seems to be.

Both approaches, discrete and continuous, provide complemen-
ary information about the emotional manifestations observed in
ndividuals [8].  Discrete categorization allows a more particular-
zed representation of emotions in applications where it is needed
o recognize a predefined set of emotions. However, this approach
gnores most of the spectrum of human emotional expressions. In
ontrast, continuous models allow the representation of any emo-
ional state and subtle emotions, but it has been found that it is
ifficult to estimate with high precision the Emotion Primitives
ased only on acoustic information. Some authors have begun to
esearch about how to take advantage of this theory [9–11] to
stimate more adequately the emotional content in speech. Both
pproaches are closely related, by assessing the emotional con-
ent in speech using one of these two schemes we can infer its
ounterparts in the other scheme. For instance, if an utterance is
valuated as anger we may  infer that the utterance would have

 low value for Valence and high for Activation and Dominance.
onversely, if an utterance is evaluated with low Valence and high
ctivation and Dominance we could infer that this is Anger. Several
uthors [12–14] have worked on the analysis of the most important
coustic features from the point of view of discrete categorization;
owever, they have not yet studied with the same depth the impor-
ance of acoustic attributes from the continuous models point of
iew. We  believe that the continuous approach has great poten-
ial to model the occurrence of emotions in the real world. This
hree-dimensional continuous model is adopted in this paper. As

 first step towards exploiting the continuous approach we ana-
yze the most important acoustic features to automatically estimate
motion Primitives in speech. Then, we will be able to use this esti-
ation in order to locate the individual’s emotional state in the
ultidimensional space, and if necessary, to map  it to a basic emo-

ion. In this work we apply these ideas to improve the automatic
motion recognition from acoustic information. We  perform some
xperiments in order to find the most important acoustic features
or estimating Emotion Primitives in speech and then we propose

 method that uses these estimations to determine the individual’s
motional state mapping it to a basic emotion. The remainder of this
aper is organized as follows. First, we describe the database in Sec-
ion 2. Next, in Section 3 we describe the acoustic features and how
e are extracting them from speech signals. The filters we  applied

o select the best instances are explained in Section 4. In Section
 we propose and describe two ways of finding the best acoustic
eatures for Emotion Primitives Estimation. Experimental results
nd discussions about feature selection are provided in Section 6.

n Section 7 we propose a way of applying the automatic Emotion
rimitive estimation in order to classify basic emotions. In Section
, we present and discuss the results obtained from basic emotions
lassification. Finally, the conclusion of this study and future work
re discussed in Section 9.
rocessing and Control 7 (2012) 79– 87

2. Database

For the purposes of this work it is necessary to have a database
labeled with Emotion Primitives, namely Valence, Activation and
Dominance. In addition, we  need basic emotions annotations for
each sample to validate the Emotion Primitives estimation accu-
racy by evaluating the mapping done from continuous to discrete
approach. There are many databases labeled with emotional cate-
gories such as FAU Aibo [15], Berlin Database of Emotional Speech
[16] Spanish Emotional Speech [17] and a few that are labeled with
Emotion Primitives VAM Corpus [18], IEMOCAP Database [8].  The
database we  used is labeled with common discrete categories and
Emotion Primitives. This database is called IEMOCAP [8] (Interac-
tive Emotional Dyadic Motion Capture Database). It was  collected
at the Speech Analysis and Interpretation Laboratory at the Uni-
versity of Southern California and it is in English. It was recorded
from ten actors in male–woman pairs. IEMOCAP includes informa-
tion about head, face and hands motion as well as audio and video
offering detailed information about facial expression and gestures.
To generate an emotional dialogue they designed two scenarios. In
the first one, the actors were following a script, while in the second
one, the actors improvised according to a preset situation. The com-
plete corpus contains about 12 h, although at the moment only the
first session, i.e., the interaction of a pair of actors has been released.
The utterances were labeled with the emotional categories: hap-
piness, anger, sadness, frustration, fear, surprise and neutral. The
categories “other” and not “identified” were also included. To eval-
uate Emotion Primitives an integer value between one and five was
annotated for each primitive, Valence (1 – negative, 5 – positive),
Activation (1 – calm, 5 – excited), and Dominance (1 – weak, 5 –
strong). The characteristics of this database make it very interest-
ing for the purposes of our work since the annotation includes the
two most important approaches. Attention has been given to spon-
taneous interaction, in spite of using actors, in ideal conditions for
recording. The database shows a significant diversity of emotional
states. We  use only the segmented audio in turns of the first session
for the categories: anger, happiness, neutral and surprise. In total,
there are 1.820 instances.

3. Features extraction

We extracted acoustic features from the speech signal using two
programs for acoustic analysis Praat [19] and OpenEar [20]. We
evaluated two  sets of features; one of them was obtained through a
selective approach, i.e., based on a study taking into account the fea-
tures that could be useful, the features that have been successful in
related works and features used for other similar tasks. The second
feature set was  obtained by applying a brute force approach, i.e.,
generating a large amount of them hoping that some will be found
useful. The Selective Feature Set is a set of features that we  have
been building over our research [21,22] and was extracted with
the software Praat. We  designed this set of features representing
several voice aspects, we included the traditional attributes asso-
ciated with prosody, e.g., duration, pitch and energy. Others which
have shown good results in tasks like speech recognition, speaker
recognition, classification of baby cry [23], language recognition
[24], and pathology detection in voice [25,26] and that we  believe
can be successful in emotion recognition. Table 1 shows the number
of acoustic features that were included in each feature group. We
divide the three types of features we include in: prosodic, spec-

tral and voice quality. Prosodic features describe suprasegmental
phenomena, i.e., speech units larger than phonemes, such as pitch,
loudness, speed, duration, pauses and rhythm. Prosody is a rich
source of information in speech processing because it has a very
important paralinguistic information that complements the mes-
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Table  1
Selective approach feature set.

Group Feature type Number of features

Prosodic
Times Elocution times 8
F0 Melodic contour 9
Energy Energy contour 12

Voice quality
Voice quality Quality descriptors 24
Voice quality Articulation 12

Spectral
LPC Fast Fourier transform 4
LPC Long term average 5
LPC Wavelets 6
MFCC MFCC 96
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Table 2
Brute force approach feature set.

Group Feature type Number of features

Prosodic
Energy LOG energy 117
Times Zero crossing rate 117
PoV Probability of voicing 117
F0  F0 234

Spectral
MFCC MFCC 1521
MEL MEL spectrum 3042
SEB Spectral energy in bands 469
SROP Spectral roll off point 468
SFlux Spectral flux 117
SC  Spectral centroid 117
Cochleagram Cochleagram 96
LPC LPC 96

Total 368

age with an intention that can reflect an attitude or emotional
tate [27]. These type of features are the most commonly used
n speech emotion recognition. We  subdivide prosodic features in
locution times, melodic contour and energy contour. The second
ype of features is voice quality that gives the primary distinction
o a given speaker’s voice when prosodic aspects are excluded.
ome of the descriptions of voice quality are harshness, breathi-
ess and nasality. Some authors [15] has studied the importance
f voice quality stating that the key to the vocal differentiation of
iscrete emotions seems to be voice quality. We  included the two
ost popular voice quality descriptors that are jitter and shimmer.
e also included other voice quality descriptors that have been

elated to the GRBAS scale in related work [25–29].  Some of these
eatures have never been used in speech emotion recognition. For
xample, the energy differences between frequency bands and the
atio between frequency bands were used by [25] to discriminate
etween pathological and normal voices. Increases and decreases

n energy peaks were used by [26] for automatic detection of vocal
ry. Articulation is also an important parameter to measure voice
uality. We  included some statistical measures of the first four for-
ants as articulatory descriptors. Spectral features describe the

haracteristics of a speech signal in the frequency domain besides
0 like harmonics and formants [15]. We  included several types of
pectral representations. Some of these representations have never
een used in emotion recognition as cochleagrams that have been
sed for infant cry classification [23] and others that have studied
ery little for this task as Wavelets [30]. A cochleagram [19] repre-
ents the excitation of the auditory nerve filaments of the basilar
embrane, which is situated in the cochlea in the inner ear. This

xcitation is represented as a function over time (s) and Bark fre-
uency that is a psychoacoustic. A cochleagram also models the
ound volume and frequency masking. Frequency masking in the
ar, happens when we  hear two sounds of different intensity at
he same time, the weakest sound is not distinguished as the brain
nly processes the masking sound. Features based on cochleagrams
ave been used for speech recognition with good results. In the
ork of Shamma  et al. [31] cochleagrams were used for speech

ecognition at phoneme level, surpassing the results obtained by
PC features. Wavelets are an alternative to the Fourier transform.

avelet transform allows a good resolution at low frequencies. We
lso included features widely used in speech processing as MFCCs
Mel-frequency cepstral coefficients) [32] that represents speech
erception based on human hearing and have been successfully
sed to discriminate phonemes. MFCCs have shown that they not

nly are useful to determine what is said but, also how it is said.

The brute force feature set was extracted using the software
penEar. We  extract a total of 6552 features including first-order

unctionals of low-level descriptors (LLD) such as FFT-Spectrum,
SpecMaxMin Spectral max and min  233
Total 6552

Mel-Spectrum, MFCC, Pitch (Fundamental Frequency F0 via ACF),
Energy, Spectral, LSP.39 functionals such as Extremes, Regres-
sion, Moments, Percentiles, Crossings, Peaks, Means were applied.
Table 2 shows features extracted by brute force approach. In emo-
tion recognition from speech there are two approaches for feature
processing static and dynamic approach. The dynamic process-
ing captures information about how features evolve over time. By
the other side, static processing avoids overfitting in the phonetic
modeling by applying statistical functions on low level descrip-
tors in periods of time. Static processing is more common on
emotion recognition from speech. However, dynamic processing
has showed good results in recent years [33–35].  And even new
methods have been proposed to represent the signal properties
associated with the relationship between expressiveness and voice
quality [36]. Our spectral features include static coefficients that
describe the spectral properties within one frame where the signal
is approximately stationary. Our feature set includes dynamic fea-
tures, which describe the behavior of the static features over time.
For this purpose, the first and the second derivative of the static
features in the brute force set were calculated.

4. Instance selection

Doing an inspection on the database instances, we  realized that
there were problematic instances; we thought that our machine
learning algorithm would have a better performance by select-
ing the most appropriate and congruent instances representing the
properties of continuous and discrete approaches. Our initial data
set consists of 1820 instances. We  worked only with the more rep-
resented classes, so we  first selected the instances from the four
classes with more examples. We  choose the instances from these
four classes to enable the comparison of our results to the work
done by [37], where they use only these four classes. After apply-
ing this filter we  are left with 942 instances, 20% was reserved
for final testing. The experiments reported in Sections 6, 7 and 8
were done using the 80% equivalent to 753 instances. Another fil-
ter was  applied to these instances which consisted of removing all
instances that have the same annotation for each of the three prim-
itives, but different annotation for basic emotion, to be regarded
as contradictory instances that add noise to our learning process.
For example, if annotations for an instance are (Valence = 2, Acti-
vation = 4, Dominance = 3, Emotion = Angry) and the annotations
for another instance are (Valence = 2, Activation = 4, Dominance = 3,
Emotion = Happiness) every instance annotated with Valence = 2,

Activation = 4 and Dominance = 3 is eliminated from our data set.
After this filtering, we  were working with a set of 401 instances in
the feature selection process.
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Table  3
Correlation index obtained for primitives estimation using the whole feature set.

Emotion Primitive Correlation index
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Valence 0.0151
Activation 0.0095
Dominance −0.001

. Feature selection

The need of finding the best feature subsets for building our
earning models arises given the low correlation obtained in the
stimation of primitives using a trained model for the full set of
920 acoustic features. Correlation coefficient measures the qual-

ty of the estimated variable determining the strength and the
irection of a linear relationship between the estimated and the
ctual value of the variable. The closer the coefficient is to either
1 or 1, the stronger the correlation between the variables. As it
pproaches zero there is less of a relationship. Table 3 shows the
orrelation coefficient obtained when estimating the value of the
motion Primitives with a model built from 942 instances (using
nly the four classes with more instances) and 6920 attributes. As
e can see, correlation is very low and therefore, the learnt models

rom these data are not useful. Having too many features in relation
o the number of instances complicates the classifiers task, SVM
n this case, impeding a proper prediction model. Although many
ttributes can enhance discrimination power, in practice, with a
imited amount of data, an excessive amount of attributes signifi-
antly delays the learning process and often results in over-fitting.

Initially, we tested different attribute selectors such as Sub-
etEval [38] that evaluates the value of a subset of attributes by
onsidering the individual predictive ability of each feature along
ith the degree of redundancy between them, preferring the sub-

ets of features that are highly correlated with a class and lowly
orrelated with each other. We  also tested ReliefAttribute [38] The
ey idea of ReliefAttribute is to estimate attributes according to the
alues that distinguish the closer instances. For a given instance,
eliefAttribute seeks two nearest neighbors: one from the same
lass and another from a different class. Good attributes must be
n one hand, different values between instances of different classes
nd on the other hand, the same values for instances of the same
lass. Using these techniques we could not improve the correlation
esults for primitives estimation. Due to these problems, it is nec-
ssary to devise a way to select the best features among a large
umber of them, bearing in mind that we have a few instances. We
ropose two schemes for selecting attributes working on smaller
eature sets with the idea of avoiding the search for the best features
n the whole set.

.1. Scheme 1: ungrouped feature selection

Fig. 1 shows the processes applied in this scheme. We  started

rom an initial feature set obtained from a feature selection pro-
ess applied to the VAM (Vera am Mittag)  German spontaneous
peech database [18]. This initial feature set achieved good cor-
elation results in the estimation of Emotional Primitives in VAM

Fig. 1. Ungrouped feature selection scheme.
Fig. 2. Linear forward selection with fixed width (taken from [40]).

database. This selection process was  carried out with 252 features
obtained by selective approach and 949 instances [22]. Later, we
conducted the instance selection process explained in Section 4.
Finally, we applied the feature selection process known as Linear
Floating Forward Selection (LFFS) [39] which makes a Hill-Climbing
search, starting with the empty set or with a predefined set, eval-
uates all possible inclusions of a single attribute to the solution
subset. At each step the attribute with the best evaluation is added.
The search ends when there are no inclusions that improve the
evaluation. In addition, LFFS dynamically changes the number of
features included or eliminated at each step. In our experiments
we use the LFFS modality called fixed width shown in Fig. 2. In this
mode the search is not performed on the whole feature set. Ini-
tially, the k best features are selected and the rest are removed. In
each iteration the features added to the solution set are replaced by
features taken from those that had been eliminated. This scheme
processes are repeated for each Emotion Primitive.

5.2. Scheme 2: grouped feature selection

In this scheme, the idea is to divide the whole feature set into
smaller groups according to the acoustic properties they represent.
Feature groups are shown in Tables 1 and 2. Fig. 3 shows the steps
followed in this scheme. First, we applied the instance selection
filter explained in Section 4. Second, we divided the whole data
set into smaller sets grouping features sharing the same acoustic
properties (see Tables 1 and 2) and we applied LFFS, unlike Scheme
1, this time the search process by LFFS started from the empty set.
Third, the selected features for each group were put together in
a final set. The three steps in this selection scheme by groups of
features are repeated for each Emotion Primitive.

6. Feature selection results

All the results of the learning experiments in this paper were
obtained using Support Vector Machines (SVM) and validated by
10-Fold Cross-Validation.

The metrics used to measure the importance of feature groups
are: correlation coefficient, share and portion. The correlation coef-

ficient is the most common parameter to measure the machine
learning algorithms performance on regression tasks, as in our case.
We use share and portion that are measures proposed in [14] to
assess the impact of different types of features on the performance
of automatic recognition of discrete categorical emotions.
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ature selection scheme.
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Table 5
Scheme 1/scheme 2 feature selection results – Valence.

Feature group Total Selected Correlation Share Portion

Voice quality 36 6/5 0.29/0.36 9.67/7.14 16.66/13.88
Times 125 1/5 0.33/0.36 1.61/7.14 0.80/4.00
Cochleagrams 96 8/10 0.40/0.51 12.90/14.28 8.33/10.41
LPC  111 13/8 0.34/0.53 20.96/11.42 11.71/7.20
SFlux 117 0/5 −/0.48 0/7.14 0/4.27
Energy 129 0/6 −/0.37 0/8.57 0/4.65
F0 243 0/1 −/0.31 0/1.42 0/0.41
SpecMaxMin 234 0/1 −/0.18 0/1.42 0/0.42
SEB 234 0/5 −/0.45 0/7.14 0/2.13
SROP 468 0/6 −/0.35 0/8.57 0/1.28
MFCC 1617 27/13 0.48/0.49 43.54/18.57 1.67/0.80
MEL 3042 7/5 0.51/0.51 11.29/7.14 0.24/0.16
All  6920 62/70 0.61/0.62 100/100 0.89/1.04

Table 6
Scheme 1/scheme 2 feature selection results – Activation.

Feature group Total Selected Correlation Share Portion

Voice quality 36 3/10 0.08/0.72 5.00/9.80 8.33/27.77
Times 125 1/10 0.16/0.71 1.66/9.80 0.80/8.00
Cochleagrams 96 24/10 0.77/0.78 40.00/9.80 25.00/10.41
LPC  111 4/12 0.61/0.78 6.66/11.76 3.60/10.81
SFlux 117 0/4 −/0.65 0.00/3.92 0.00/3.41
Energy 129 4/11 0.76/0.78 6.66/10.78 3.10/8.52
F0  243 1/9 0.29/0.65 1.667/8.82 0.412/3.70
SpecMaxMin 234 0/11 −/0.78 0.00/10.78 0.00/4.70
SEB  234 0/4 −/0.53 0.00/3.92 0.00/1.70
SROP 468 0/6 −/0.65 0.00/5.88 0.00/1.28
MFCC 1617 23/6 0.77/0.78 38.33/5.88 1.42/0.37
MEL  3042 0/9 −/0.73 0/8.82 0/0.29
All  6920 60/102 0.79/0.78 100/100 0.86/1.47

Table 7
Scheme 1/scheme 2 feature selection results – Dominance.

Feature group Total Selected Correlation Share Portion

Voice quality 36 0/10 −/0.65 0.00/13.15 0.00/27.77
Times 125 2/6 0.35/61 6.45/7.89 1.60/4.80
Fig. 3. Grouped fe

Correlation coefficient:  Indicates the strength and direction of
he linear relationship between the annotated primitives and the
stimated primitives by the trained model. It is our main metric to
easure the classification results.
Share: Shows the contribution of types of features. For exam-

le, if 28 features are selected from the group times and 150 were
elected in total then.

hare = (28 × 100)
150

= 18.7

Portion:  Shows the contribution of types of features weighted
y the number of features per type. For example, if 28 features are
elected from a total of 125 features of the times set then:

ortion = (28 × 100)
125

= 22.4

Having identified the best acoustic feature sets we  constructed
ndividual classifiers to estimate each Emotion Primitive. Table 4
hows the evaluation results of the instances/attributes selection
cheme illustrated in Fig. 1. The second column shows the results
hen using all attributes and all instances in the learning process.
s we can see the correlation coefficient is too low. The third col-
mn  shows the results when the learning process is performed
sing the best features for each primitive proposed by [22]. The
ourth column shows the results when the learning process uses the
ame features as the previous experiment, but we  filtered instances
s described in Section 4. Finally, the fifth column shows the results
fter filtering instances and applying the feature selection method
FFS. As we can see the improvement in results was  gradual after
pplying each data processing.

The two feature selection schemes were applied to each of the
hree Emotion Primitives, that is, we ran six times the feature selec-
ion process, obtaining six different feature sets. This paper shows
he results of the best subsets for each primitive. Tables 5–7 reflect
he effectiveness of each feature set and the differences among
roups. The groups PoV and SC are not shown in these Tables

ecause no features were selected from them. It is important to
ote that the correlation, share and portion shown in these tables
re obtained by decomposing in groups of features the solution
et found by the selection Schemes 1 and 2 and evaluating them
eparately with these metrics. The higest value for each metric is

able 4
esults for each step of the ungrouped feature selection scheme. Each column shows
he  number of features/correlation coefficient.

Emotion
Primitive

Baseline
results

Scheme 1
results

All attributes Initial feature
selection

Instance
selection

LFFS

Valence 6920/0.0151 56/0.5188 56/0.5597 62/0.6189
Activation 6920/0.0095 67/0.7463 67/0.7861 60/0.7969
Dominance 6920/−0.001 23/0.6536 23/0.7117 31/0.7437

Cochleagrams 96 7/8 0.70/72 22.58/10.52 7.29/8.33
LPC  111 1/7 0.66/72 3.22/9.21 0.90/6.30
SFlux 117 1/5 0.61/0.66 3.22/6.57 0.85/4.27
Energy 129 2/12 0.15/0.71 6.45/15.78 1.15/9.30
F0  243 3/4 0.22/0.59 9.67/5.26 1.23/1.64
SpecMaxMin 234 0/6 −/0.42 0.00/7.89 0.00/2.56
SEB 234 0/2 −/0.59 0.00/2.63 0.00/0.85
SROP 468 0/4 −/0.53 0.00/5.26 0.00/0.85

MFCC 1617 11/8 0.71 35.48/10.52 0.68/0.49
MEL  3042 4/4 0.68/0.69 12.90/5.26 0.13/0.13
All  6920 31/76 0.74/0.72 100/100 0.44/1.09

marked in bold. While feature selection Scheme 2 ensures that at

least one attribute of each group will be included, Scheme 1 may  not
include any element of certain groups in the solution set. The last
row shows the total number of features selected for the Emotion
Primitive. In the experiments for Valence with the selection Scheme
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Table 8
Selective vs. brute force feature extraction approach – scheme 1/scheme 2.

Approach Total Selected Correlation Share Portion

Valence
Selective 368 46/27 0.48/0.56 74.19/38.57 12.50/7.34
Brute force 6552 16/43 0.57/0.55 25.81/61.43 0.24/0.68

Activation
Selective 368 56/37 0.79/0.79 93.33/36.28 15.22/10.05
Brute force 6552 4/65 0.76/0.80 6.67/63.72 0.06/1.03
4 H. Pérez-Espinosa et al. / Biomedical Si

, the group with higher correlation was MEL  (0.5167), contribut-
ng to the solution set with 7 out of 62 features. The MEL  portion
s very low (0.230) there is a total of 3042 features belonging to
his group. Share may  be considered medium (11.290). This indi-
ates that few MEL  coefficients provide very important information.
nother important group was MFCC with a correlation of 0.4877,

ndicating that the spectral information groups are important to
stimate Valence. In the experiment for Valence with the selec-
ion Scheme 2, the best groups were LPC (0.5349) cochleagrams
0.5152) and MEL  (0.5129). LPC and cochleagrams show a share
11.429–14.284) and portion (7.207–10.417) similar, meanwhile

EL  shows a share (7.143) and portion (0.164) lower in comparison
ith the two mentioned groups. As in Scheme 1, MEL  provides few

eatures, but very important features. We  realized that for Valence
pectral type groups were the best for Schemes 1 and 2. No group by
tself reached the correlation obtained with all groups together. We
an see that the 8 selected attributes in Scheme 2 from LPC were
uch better (0.535) than the 13 attributes selected in Scheme 1

or the same group (0.342). The best correlation for Valence was
btained using the Scheme 2 reaching 0.6232.

For Activation the group MFCC has the best correlation in both
election schemes MFCC obtained 0.7795 in Scheme 1 and 0.7897
n Scheme 2. We  can see that its share (38.333 and 5.882) and por-
ion (1.422 and 0.371) are very different. We  can see that using
nly the group MFCC we can reach similar results to those obtained
sing all groups (0.7964 and 0.787). These results clearly indicate
he importance of this group to estimate Activation. As expected,
he signal energy was very important for this primitive with a cor-
elation of 0.7851 in Scheme 2 and 0.7639 in Scheme 1 as it is
xpected that people experiencing increased activity or excitement
how a higher volume in its voice. Other important groups for Acti-
ation are cochleagrams and LPC. An interesting effect is that the
roup SpecMaxMin was important in the Scheme 2 with a corre-
ation of 0.7831, with a high share, but in Scheme 1, this was not
elected any feature from this group. It was expected that the group
imes was important for Activation since it has been found that the
aster speech is perceived the more excited the individual is and
he slower speech is perceived the more relaxed the individual is
erceived to be [27].

Only one times feature was selected in the Scheme 1; its cor-
elation was very low (0.167), whereas in Scheme 2, 10 features
ere selected obtaining a relatively high correlation (0.7128). In

cheme 2 the best results were not obtained using all selected
ttributes (0.787) but using only the ones selected by the brute
orce approach (0.7952). The best result for Activation was  obtained
sing all groups in Scheme 1 0.7964. We  infer that Activation major
roups are spectral, MFCC, cochleagrams and energy.

In the experiments carried out with Dominance in Scheme 1
he best groups were MFCC (0.72) and cochleagrams (0.702) and
n Scheme 2 LPC (0.7266) and cochleagrams (0.7244). In Scheme

 the best results were obtained using only the features selected
rom group LPC (0.7266), surpassing the results obtained using all
roups (0.7157). In Scheme 2 the best results were not obtained
sing all the features selected (0.7157) but only those selected by
he selective approach (0.726). The best result for Dominance was
btained with Scheme 1 using all groups (0.7437). We  can infer that
n the case of Dominance the most important groups are spectral,

FCC and cochleagrams.

.1. Selective vs. brute force
The first studies on automatic emotion recognition often opted
or a selective feature extraction approach based on expert knowl-
dge, usually with a small number of features. Today, with the
mergence of tools that allow us to extract a large number of fea-
ures and the availability of more computing power it is easier to
Dominance
Selective 368 13/29 0.72/0.73 41.93/38.16 3.53/7.88
Brute force 6552 18/47 0.73/0.70 58.06/61.84 0.28/0.74

apply a brute force approach. One of the points to consider in this
paper is to compare the selective and brute force feature extraction
approaches and to analyze which one could be better. Furthermore,
we are interested in validating the work that we have done before
following a selective approach [21,22].

Table 8 shows a comparison between feature extraction
approaches (selective vs. brute force) as well as a comparison
between the feature selection schemes here proposed. In all exper-
iments, the selective and brute force extraction approaches got
correlation coefficients very similar with the exception of the
experiment done with Scheme 1 for Valence where the results with
brute force (0.5715) were much better than with selective (0.4799).
However, the selective approach share (74.194) was  much higher
than the brute force one (25.806) and the correlation using both
groups was  higher (0.6189) than the obtained for each group sepa-
rately. It is very difficult to say which feature extraction scheme
is better since they obtained similar results using the selected
features from these groups separately and generally yield better
results joining them into one set.

7. Basic emotion classification based on Emotion Primitives

Having identified the most relevant acoustic features for esti-
mating the Emotion Primitives, the next step is to devise a way  to
use these estimations to discriminate emotional states in people.
In this section, we want to strengthen the findings in the features
study by demonstrating that, the continuous approach can actu-
ally help us to improve the automatic emotion classification from
acoustic features based on a continuous emotion model. Section 2
describes the database we  are working on. The corpus IEMOCAP
was annotated with basic emotions and Emotion Primitives.

The classification scheme used to perform the experiments
reported in this paper is illustrated in Fig. 4.

1. Acoustic features are extracted from the speech samples, as we
have mentioned, we tested two  sets of features, the selective set
and the brute force set.

2. We  applied a procedure called transformation, which consist in
replacing the basic emotions labels with values corresponding
to linguistic labels, for example, if an instance is labeled as anger
that label is replaced by three labels, one for each primitive:
• Low for Valence
• High for Activation
• High for Dominance

This labeling was  done according to Table 9. Since this database
has a manual annotation of Emotion Primitives those annota-
tions were used to build the table. We  obtained the means of the
annotated values per class from the annotations of the instances

filtered according to the process described in Section 4.

3. After extracting the acoustic features and performing the trans-
formation step, we  had a data set consisting of acoustic feature
vectors whose values to predict are the Emotion Primitives
Valence, Activation and Dominance, the possible values that
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Table  9
Primitive values calculated according to annotations made by IEMOCAP corpus eval-
uators. The values in italic are considered low and values in bold are considered
high.

Basic emotion Valence Activation Dominance

4

5

8

a
o

i

Table 10
Accuracy in classifying Emotion Primitives by high and low classes.

Emotion Primitive Accuracy

Valence 76.808
Activation 83.5411
Dominance 88.0299

Table 11
Recall when classifying basic emotions from Emotion Primitives.

Recall Anger Happiness Neutral Sadness
Anger 2 4 3.5
Happiness 4.42 3.35 2.58
Neutral 2.75 3 2.5
Sadness 2 2 1.75

these primitives can take are high or low. With this information,
three models are trained to estimate the values of each Emo-
tion Primitive. To build these models we used Support Vector
Machines.

. To perform the classification of basic emotions we  extracted
acoustic features, and apply the three models obtained in the
previous step. In this way you get a high or low value for each
of the instances. With these three values we  constructed vec-
tors whose attributes are the three primitives and the value to
predict is the basic emotion of the original instance.

. Finally we applied a machine learning algorithm (SVM) to con-
struct a model to assign an emotion to each instance.

. Basic emotions classification results
Table 10 shows the results when classifying Emotion Primitives
ccording to high and low classes as described in Section 7 point 3
f the classification process description.

Table 11 shows a comparison of the results obtained by apply-
ng the process described in Fig. 4, using a discrete approach for

Fig. 4. Basic emotion classification pr
Continuous 85.82 54.93 79.17 42.11
Discrete 74.92 43.52 75.96 67.10
Baseline 69.68 21.01 35.23 76.84

the classification of emotions and the baseline results for the cor-
pus with which we  are working reported in [37]. We  can see that it
has achieved a best recall (number of correctly classified divided by
number of total items) using our method on four emotions, anger,
happiness and neutral, whereas sadness has a lower performance.
These results show that by estimating Emotion Primitives we can
discriminate with an adequate accuracy prototypical emotion such
as anger, happiness and sadness in addition to the neutral state
and in some cases even improve the classification that can be done
directly by training basic emotions models from acoustic features.

However, it is very important to emphasize that by using Emo-
tion Primitives we can generalize the detection of emotional states
in a much broader sense because we  can define different areas in
the three-dimensional space depending on the emotional states of
interest according to the application and the emotional states that

ocess from emotion primitives.
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re required to be discriminated. For example, an application might
e interested in emotional states close to anger, or emotional states
ith high Activation, or negative Valence or any combination of the

hree primitives.

. Conclusions

We carried out a study about the importance of different acous-
ic feature types from a continuous three-dimensional emotions

odel point of view. We  analyzed each Emotion Primitive sepa-
ately. Through the identification of the best features the automatic
stimation of Emotion Primitives becomes more accurately and
hus the recognition and classification of people’s emotional state
mproves. To our knowledge the importance of acoustic features
as not been studied from this approach. We  have taken some ideas
sed in the study of the impact of features in the classification of
iscrete emotional categories, like share and portion metrics, and
e have applied them to the continuous approach. We  divided

ur 6920 features set into 12 groups according to their acoustic
roperties. We  calculated some metrics for each group in order to
stimate their performance in the automatic estimation of Emo-
ion Primitives (correlation coefficient) and their contribution to
he final set of features (share and portion). We worked with a
atabase of acted emotions; labeled with the two most important
nnotation schemes, continuous and discrete. Despite being acted
his database was designed trying to make it least artificial through
he improvisation of dialogues.

We  proposed two feature selection schemes taking into account
hat we had many features, but a very limited set of instances. We
bserved that both feature selection schemes obtained very simi-
ar results and they generally agree on the importance of feature
roups.

The main contribution of this paper is the analysis of acoustic
eatures. This analysis was based mainly on the correlation obtained
y the models generated from a machine learning process (SVM).
e realized that spectral feature groups are very important for

he three primitives. According to our results the most important
eature groups for each Emotion Primitive are:

Valence: MEL  – MFCC – cochleagrams – LPC
Activation: MFCC – cochleagrams – energy – LPC
Dominance: MFCC – cochleagrams – LPC – MEL

Clearly MFCC, LPC and cochleagrams groups are very important
o estimate the three Emotion Primitives, since they appear among
he most important for the three primitives. These three groups
elong to the spectral information category, we can conclude from
his fact that spectral analysis is more important than prosodic
nd voice quality analysis for Emotion Primitive estimation, except
or Activation, where energy is also very important. Cochleagrams
roup is an interesting finding because, to our knowledge, it has
ot been used before for emotion recognition.

We  observed that there were similar correlation results for
elective and brute force feature extraction approaches when the
elected features belonging to these sets were tested separately
lthough the brute force set was much larger that the selective set.
he portion for the selective was always much higher than portion
or brute force, this tell us that the selective set has fewer features,
ut more important ones. The share was more balanced for both
pproaches, tending to be higher for brute force.

We  proposed a way for mapping Emotion Primitives into

asic emotions and we performed a basic emotion classifica-
ion to show the feasibility of applying the continuous approach.
he instance/attribute selection process based on Emotion Prim-
tives has been successful in the discrimination of emotions
eflected in the classification of basic emotions, raising the

[

[

rocessing and Control 7 (2012) 79– 87

recall property for three out of four emotions studied in this
work.

Interesting results have been obtained in this paper. However,
a limitation is that experiments were done on an acted speech
database. It is known that there are major differences between
working with acted and real data. Another limitation is the fact
that the recordings we used belong only to two different people.
The next task will be to validate our findings with the extended
version of the IEMOCAP database and with other databases, includ-
ing different languages and different recording conditions. We  also
plan to refine the mapping and classification scheme, trying to take
better advantage of continuous emotional model.
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