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#### Abstract

The microelectronics area constantly demands better and improved circuit simulation tools. This is the reason that this article is to present a biparameter homotopy with automated stop criterion, which is applied to direct current simulation of multistable circuits. This homotopy possesses the following characteristics: symmetry axis, double bounding solution line, arbitrary initial and final points, and lessen the nonlinearities that exist in the circuit. Besides, this method will be exemplified and discussed by using a benchmark multistable circuit.
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## 1 Introduction

Solution to nonlinear algebraic equation systems (NAES) is needed for several areas of physics, particularly, in electronics where the solution of the equilibrium equation allows to study the direct current (DC) behaviour of integrated circuits before they are fabricated, allowing the designers to

[^0]optimize/redesign their circuits in order to achieve design specifications (Verhoeven et al., 2003). The most employed method to solve NAES is the Newton-Raphson (NR) method, which has quadratic convergence (Ogrodzki, 1994). However, homotopy continuation methods (HCM) (Wu, 2005; Wu, 2006a; Wu, 2006b; Varedi et al., 2009; Malinen and Tanskanen, 2010; Jalali et al., 2008; Di Rocco et al., 2011) have been proposed as an alternative because they have better convergence than the NR method. Likewise, the complexity of circuits have been continuously increasing, this translates in a greater probability of multiple operating points (Lagarias and Trajkovic, 1999; Goldgeisser and Green, 1998); this situation can be solved using HCM methods since they are capable to locate multiple solutions over one path, contrary to the NR method, it just can locate one solution per simulation.

Nevertheless, HCM methods (Vazquez-Leal et al., 2011a; Kuroki et al., 2007; Ma et al., 2002; Sarmiento et al., 2001) have some disadvantages, one of them is that in general they do not have a reliable stop criterion. It means that it is not possible to determine, with mathematical certainty, when to stop looking for new solutions on the homotopy path. In this sense, in Goldgeisser and Green (2005) a technique is proposed to restrict the search space for certain group of circuits including bipolar transistors, ensuring a stop criterion. Nevertheless, that homotopy requires advanced knowledge about multistable circuits to use it satisfactorily. Double bounded homotopy (DBH) (VazquezLeal et al., 2005b) and double bounded polynomial homotopy (DBPH) (Vazquez-Leal et al., 2011a) possess a formal stop criterion and can be applied to circuits containing diodes, tunnel diodes, BJT transistors, and MOS transistors, among others. Those kinds of homotopies are useful to simulate multistable circuits. Therefore, this work establishes a biparameter DBPH homotopy, which has the advantage of possess stop criterion and lessen nonlinearities present in the circuit.

This paper is organized as follows. In Section 2, we introduce the basic idea of HCM methods. In Section 3, we introduce the biparameter DBPH homotopy. For Section 4, a bipolar/diode circuit is solved using the proposed homotopy. In Section 5, we summarize our findings and suggest possible directions for future investigations. Finally, a brief conclusion is given in Section 6.

## 2 Basic idea of HCM methods

The equilibrium equation for any circuit can be formulated using the modified nodal analysis (MNA) (Ho et al., 1975) as initial step, it is defined as

$$
\begin{equation*}
f(x)=0, \quad f: \in \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{n}, \tag{1}
\end{equation*}
$$

where $x$ represents the electrical variables of the circuit, and $n$ the number of nodes plus the number of non-NA compatible elements.

Homotopy methods are based on the fact that solutions are connected by a curve, called "solution curve". To obtain this curve one additional parameter is added to the original equation system, it will help to obtain the following augmented equation

$$
\begin{equation*}
H(f(x), \lambda)=0, \quad H: \in \mathfrak{R}^{n} \times \Re \rightarrow \mathfrak{R}^{n}, \tag{2}
\end{equation*}
$$

where $(H)$ represents the homotopy function, $\lambda$ the continuation parameter, and $f(x)$ the original equation to be solved.

Thus, the original problem becomes a numerical continuation problem (Vazquez-Leal et al., 2011b, Vazquez-Leal et al., 2005a); where the continuation variable is the homotopy parameter $\lambda$. Therefore, $H(f(x), 0)=G(x)$, where $G: \in \mathfrak{R}^{n} \rightarrow \mathfrak{R}^{n}$ is a smooth map which has one trivial solution and $H(f(x), 1)=f(x)$, meaning that at $\lambda=1$ the solution $x_{s}$ for $f(x)$ is located.

## 3 Biparameter DBPH homotopy

Multiparameter homotopy adds more than one homotopy parameter to the equilibrium equation (Wolf and Sanders, 1996). Essentially, it has a similar behaviour to a uniparametric homotopy, because it has one trivial solution when the homotopy parameters has value of zero and the solution for $f(x)$ is located when the homotopy parameters reach the value of one. The multiparameter homotopy can be represented as

$$
\begin{equation*}
H\left(f(x), \lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)=0 \tag{3}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \ldots \lambda_{k} \in[0,1], k$ is the number of homotopy parameters, and $x$ represents the nodal voltages and currents of the non-NA compatible elements (Ho et al., 1975).

On one hand, multiparameter homotopies (Wolf and Sanders, 1996) have been proposed to avoid fork bifurcations, singularities, among other problems that can be found on the homotopy paths. On the other hand, multiparameter homotopy applied to circuits can be interpreted as the nonlinear circuit deformation in a simplified circuit with trivial solution, such that when homotopy parameters are swept, the simplified circuit is transformed until it coincides with the original nonlinear circuit. Therefore, this type of homotopy produces a soft path to the solution. That circuital transformation is of broad interest since it is possible to create custom multiparameter homotopies to solve circuits characterized by specific nonlinearities like circuits composed of devices like: BJT/MOS transistors, memristors, and nanotubes, among others. Likewise, it is possible to apply one or more homotopy parameters embedded directly into the device model in order to linearise the circuit right at the beginning of the homotopy path; softly returning its original state (nonlinear) as the homotopy parameters reach the value of 1 .

It is possible to formulate a biparameter homotopy with stop criterion using the double bounded polynomial homotopy (DBPH) (Vazquez-Leal et al., 2011a), its formulation is

$$
\begin{equation*}
H(f(x), \lambda)=(\lambda+a) \lambda(\lambda-a)(\lambda-2 a)\left(x-x_{i}\right)\left(x-x_{f}\right)+C(\lambda-a / 2)^{2} f(x)^{2}=0, \tag{4}
\end{equation*}
$$

where $\lambda$ is the homotopy parameter, $a$ is a constant that represents the separation between solution lines $\lambda=0$ and $\lambda=1, x_{i}$ is the initial point, $x_{f}$ the final point, and $C$ an arbitrary constant. Then, a second homotopy parameter is added; now, the homotopy is formulated as

$$
\begin{align*}
H\left(f(x), \lambda_{1}, \lambda_{2}\right)= & \left(\lambda_{1}+a\right) \lambda_{1}\left(\lambda_{1}-a\right)\left(\lambda_{1}-2 a\right)\left(x-x_{i}\right)\left(x-x_{f}\right)  \tag{5}\\
& +C\left(\lambda_{1}-a / 2\right)^{2} f\left(x, \lambda_{2}\right)^{2}=0,
\end{align*}
$$

where $f\left(x, \lambda_{2}\right)$ represents the second homotopy parameter $\lambda_{2}$ embedded within the equilibrium equation $f(x)$.

The MNA method establishes a stimuli vector $i_{\text {est }}$; it contains the contribution of independent current sources, nonlinear resistors, among others. In a circuit containing bipolar transistors, the Ebers-Moll model contains diodes whose most simple model is a nonlinear current source that depends exponentially on the voltage drop in the diode. Therefore, the contribution of the nonlinear current source to the equation will be placed directly in the stimulus vector $i_{\text {est }}$.

The addition of the homotopy parameter into the equilibrium equation should be done in such a way that the homotopy path follows a path as soft as possible; this can be achieved multiplying $\lambda_{2}$ by the nonlinear stimulus vector ( $\lambda_{2} i_{e s t}$ ). This is done to suppress nonlinearities and energy sources of the circuit just at $\lambda_{2}=0$.

The biparameter homotopy can be expressed in general way as (using $a=1$ )

$$
H\left(f(x), \lambda_{1}, \lambda_{2} i_{e s t}\right)=\left\{\begin{aligned}
f\left(x_{s}\right)=0 & \text { for } \lambda_{1}=1, \lambda_{2}=1 \text { and } x=x^{*} \\
\left(x-x_{i}\right)\left(x-x_{f}\right)=0 & \text { for } \lambda_{1}=0.5 \text { and } \lambda_{2}=0 \\
f\left(x_{s}\right)=0 & \text { for } \lambda_{1}=0, \lambda_{2}=1 \text { and } x=x^{*}
\end{aligned}\right.
$$

where $x_{s}$ represents the operating point of the circuit

The $\lambda_{1}$ parameter is employed for the basic DBPH homotopy formulation and $\lambda_{2}$ parameter is embedded in the equilibrium equation in such a way that DBPH properties are preserved (VazquezLeal et al., 2011a), among of them we can mention: symmetrical branches, symmetry axis, initial and final points for the homotopy path, and stop criterion.

In summary, the DBPH biparameter homotopy has the following characteristics ( $a=1$ ):

- Symmetry axis. It is an imaginary axis, divides the homotopy path into two symmetrical branches, right at $\lambda_{s y m}=0.5$. This is the axis where the initial and final points of the homotopy path are located.
- Initial point $\left(\lambda_{i}\right)$. For $\lambda_{1}=0.5$ and $\lambda_{2}=0$ the solution of $H^{-1}(0)$ is known $\left(x_{i}\right)$,
- Symmetrical branch 1. For $\lambda_{1}=1$ and $\lambda_{2}=1, H(f(x), 1,1)=f(x)$. Means that at $\lambda_{1}=1$ and $\lambda_{2}=1$ all the solutions for $f(x)$ are located.
- Symmetrical branch 2. For $\lambda_{1}=0$ and $\lambda_{2}=1, H(f(x), 0,1)=f(x)$. This means that at $\lambda_{1}=0$ and $\lambda_{2}=1$ all the solutions for $f(x)$ are located.
- Final point $\left(x_{f}, \lambda_{f}\right)$. For $\lambda_{1}=0.5$ and $\lambda_{2}=0$ the solution of $H^{-1}(0)$ is known $\left(x_{f}\right)$.

The homotopy (5) is a function of $n+2$ variables with $n$ equations; $n$ equals to the total number of nodes plus the non-NA compatible elements. Hence, it is necessary one extra equation (Roychowdhury and Melville, 1996) to use the conventional tracing techniques for homotopy paths (Vazquez-Leal et al., 2005a; Vazquez-Leal et al., 2011b; Allgower and Georg 1993). The equation is a function of $\lambda_{1}$ and $\lambda_{2}$ which will be called biparameter function $M\left(\lambda_{1}, \lambda_{2}\right)=0$. Such equation must cross through $\lambda_{i}=\left(\lambda_{1}, \lambda_{2}\right)=(0.5,0)$ and through solutions $\lambda_{s}=\left(\lambda_{1}, \lambda_{2}\right)=(1,1) . \lambda_{i}$ is the point where the solution of the circuit is trivial ( $x_{i}$ ) and $\lambda_{s}$ is the point where the solution for $H$ is exactly the desired solution for the equilibrium equation $f\left(x_{s}\right)=0$. The excursion of $\lambda_{1}$ starts at 0.5 because the symmetry axis has been established at $\lambda_{\text {sym }}=0.5$. Nevertheless, intermediate points ( $\lambda_{1}, \lambda_{2}$ ) of the homotopy path $\lambda_{1}-\lambda_{2}$ are not defined. Therefore, the following equation is proposed as the biparameter function (Vazquez-Leal et al., 2011b; Roychowdhury and Melville 2006)

$$
\begin{equation*}
M\left(\lambda_{1}, \lambda_{2}\right)=-\lambda_{1}+\frac{\left(\lambda_{2}+\frac{B(-1+A)}{A B+1-2 A}\right)}{\left(-\frac{(-1+2 A-B) \lambda_{2}}{A B+1-2 A}+2 \frac{B(-1+A)}{A B+1-2 A}\right)}=0, \tag{6}
\end{equation*}
$$

where $\left(\lambda_{1}, \lambda_{2}\right)=(A, B)$ is the point where the curve cross the curve of the function $M\left(\lambda_{1}, \lambda_{2}\right)$, as shown in Fig. $1(\mathrm{a})$. The value range for $A$ and $B$ are $[0.5,1]$ and $[0,1]$ respectively. For instance, in Fig. 1 (b), we show a series of curves for different points $(A, B)$, named as $p_{1}, p_{2}, \ldots$, and $p_{11}$, obtained from (6). Following, we present the numerical results and plots for the biparameter homotopy simulation for a case study; simulations and figures were obtained using Maple 15 software.

## 4 Case study: circuit with bipolar transistors and a diode

A circuit with bipolar transistors and a diode was solved in Yamamura et al. (1999) and VazquezLeal et al. (2011a). This circuit has three operating points. The Ebers-Moll model is used for all the transistors; the equation for the model is given by

$$
\left[\begin{array}{c}
i_{E} \\
i_{C}
\end{array}\right]=\left[\begin{array}{cc}
1 & -0.01 \\
-0.99 & 1
\end{array}\right]\left[\begin{array}{l}
10^{-9}\left(e^{\left(40 v_{b e}\right)}-1\right) \\
10^{-9}\left(e^{\left(40 v_{b c}\right)}-1\right)
\end{array}\right]
$$

where $i_{E}$ represents the emitter current, $i_{C}$ represents the collector current, $v_{b e}$ is the voltage drop between base and emitter, and $v_{b c}$ is the voltage drop between base and collector.

As for the diode, the model is

$$
i_{d}=10^{-9}\left(e^{40 u}-1\right),
$$

where $u$ is the voltage drop between diode terminals and $i_{d}$ is the current through the diode.
First, the equilibrium equation is formulated using the modified nodal analysis obtaining a system containing 14 equations and 14 variables. The circuit is shown in Fig. 2.
$\left.f_{1}\right)(1.85 \mathrm{E}-3) v_{1}-(2.5 \mathrm{E}-4) v_{2}-(2.5 \mathrm{E}-4) v_{6}-(1 \mathrm{E}-3) v_{9}$ $-(2.5 \mathrm{E}-4) v_{12}-(1 \mathrm{E}-4) v_{13}+i_{E}=0$,
$\left.f_{2}\right) \quad-(2.5 \mathrm{E}-4) v_{1}+(3.75 \mathrm{E}-4) v_{2}-(1.25 \mathrm{E}-4) v_{5}+(9.9 \mathrm{E}-9) \exp \left(40 v_{4}-40 v_{3}\right)+1 \mathrm{E}-10$
$-(1 \mathrm{E}-8) \exp \left(40 v_{4}-40 v_{2}\right)=0$,
$\left.f_{3}\right) \quad(1 \mathrm{E}-2) v_{3}-(1 \mathrm{E}-8) \exp \left(40 v_{4}-40 v_{3}\right)+9.9 \mathrm{E}-9$
$+(1 \mathrm{E}-10) \exp \left(40 v_{4}-40 v_{2}\right)=0$,
$\left.f_{4}\right)(1.25 \mathrm{E}-4) v_{4}-(1.25 \mathrm{E}-4) v_{6}+(1 \mathrm{E}-10) \exp \left(40 v_{4}-40 v_{3}\right)-1 \mathrm{E}-8$
$+(9.9 \mathrm{E}-9) \exp \left(40 v_{4}-40 v_{2}\right)=0$,
$\left.f_{5}\right) \quad-(1.25 \mathrm{E}-4) v_{2}+(1.25 \mathrm{E}-4) v_{5}+(1 \mathrm{E}-10) \exp \left(40 v_{5}-40 v_{7}\right)-1 \mathrm{E}-8$
$+(9 \mathrm{E}-9) \exp \left(40 v_{5}-40 v_{6}\right)=0$,
$\left.f_{6}\right) \quad-(2.5 \mathrm{E}-4) v_{1}-(1.25 \mathrm{E}-4) v_{4}+(3.75 \mathrm{E}-4) v_{6}+(9.9 \mathrm{E}-9) \exp \left(40 v_{5}-40 v_{7}\right)+1.01 \mathrm{E}-8$
$-(1 \mathrm{E}-8) \exp \left(40 v_{5}-40 v_{6}\right)-(1 \mathrm{E}-8) \exp \left(40 v_{8}-40 v_{6}\right)=0$,
$\left.f_{7}\right)(1 \mathrm{E}-2) v_{7}-(1 \mathrm{E}-8) \exp \left(40 v_{5}-40 v_{7}\right)+9.9 \mathrm{E}-9+(1 \mathrm{E}-10) \exp \left(40 v_{5}-40 v_{6}\right)=0$,
$\left.f_{8}\right)(30 \mathrm{E} 3)^{-1} v_{8}-(30 \mathrm{E} 3)^{-1} v_{9}+(1 \mathrm{E}-8) \exp \left(40 v_{8}-40 v_{6}\right)-1 \mathrm{E}-8=0$,
$\left.f_{9}\right)-(1 \mathrm{E}-3) v_{1}-(30 \mathrm{E} 3)^{-1} v_{8}+(31)(30 \mathrm{E} 3)^{-1} v_{9}+(9.9 \mathrm{E}-9) \exp \left(40 v_{11}-40 v_{10}\right)+1 \mathrm{E}-10$
$-(1 \mathrm{E}-8) \exp \left(40 v_{11}-40 v_{g}\right)=0$,
$\left.f_{10}\right) \quad(1 \mathrm{E}-2) v_{10}-(1 \mathrm{E}-8) \exp \left(40 v_{11}-40 v_{10}\right)+(9.9 \mathrm{E}-9)+1 \mathrm{E}-10 \exp \left(40 v_{11}-40 v_{9}\right)=0$,
$\left.f_{11}\right)(1 \mathrm{E}-4) v_{11}-(1 \mathrm{E}-4) v_{12}+(1 \mathrm{E}-10) \exp \left(40 v_{11}-40 v_{10}\right)-1 \mathrm{E}-8$
$+(9.9 \mathrm{E}-9) \exp \left(40 v_{11}-40 v_{g}\right)=0$,
$\left.f_{12}\right)-(2.5 \mathrm{E}-4) v_{1}-(1 \mathrm{E}-4) v_{11}+(3.5 \mathrm{E}-4) v_{12}+(9.9 \mathrm{E}-9) \exp \left(40 v_{13}\right)+1 \mathrm{E}-10$
$-(1 \mathrm{E}-8) \exp \left(40 v_{13}-40 v_{12}\right)=0$,
$\left.f_{13}\right)-(1 \mathrm{E}-4) v_{1}+(1.1 \mathrm{E}-3) v_{13}+(1 \mathrm{E}-10) \exp \left(40 v_{13}\right)-1 \mathrm{E}-8$
$+(9.9 \mathrm{E}-9) \exp \left(40 v_{13}-40 v_{12}\right)=0$,
$\left.f_{14}\right) \quad v_{1}-12=0$.



Figure 1: Path of $M\left(\lambda_{1}, \lambda_{2}\right)=0$ for different points $p=(A, B)$.


Figure 2: Circuit with bipolar transistors and a diode.

Now, DBPH homotopy is applied to solve the circuit; the homotopy formulation is expressed as follows ( $a=1, C=1$ )

$$
\begin{align*}
&\left.H_{1}\right)\left(\lambda_{1}+1\right) \lambda_{1}\left(\lambda_{1}-1\right)\left(\lambda_{1}-2\right)\left(v_{1}-13\right)\left(v_{1}+13\right)+\left(\lambda_{1}-0.5\right)^{2} f_{1}^{2}=0 \\
&\left.H_{2}\right)\left(\lambda_{1}+1\right) \lambda_{1}\left(\lambda_{1}-1\right)\left(\lambda_{1}-2\right)\left(v_{2}-13\right)\left(v_{2}+13\right)+\left(\lambda_{1}-0.5\right)^{2} f_{2}^{2}=0 \\
& \vdots  \tag{8}\\
&\left.H_{13}\right)\left(\lambda_{1}+1\right) \lambda_{1}\left(\lambda_{1}-1\right)\left(\lambda_{1}-2\right)\left(v_{13}-13\right)\left(v_{13}+13\right)+\left(\lambda_{1}-0.5\right)^{2} f_{13}^{2}=0 \\
&\left.H_{14}\right)\left(\lambda_{1}+1\right) \lambda_{1}\left(\lambda_{1}-1\right)\left(\lambda_{1}-2\right)\left(I_{E}-13\right)\left(I_{E}+13\right)+\left(\lambda_{1}-0.5\right)^{2} f_{14}^{2}=0 \\
&M) M\left(\lambda_{1}, \lambda_{2}\right)=0
\end{align*}
$$

In order to show the effects for specifically selecting a biparameter function $M\left(\lambda_{1}, \lambda_{2}\right)=0$, four particular cases were chosen (see Fig. 1(b) for $p_{1}, p_{6}$, and $p_{11}$ biparameter paths).

1. $M_{1}$ path associated to point $p_{1}$ (see Fig. 3(a) and Fig. 3(b)). This path is an extreme case of biparameter functions, which is qualitatively characterized, first by the, $\lambda_{2}$ parameter from 0.0 until 1 and subsequently deforms $\lambda_{1}$ from 0.5 until 1 .
2. $M_{6}$ path associated to point $p_{6}$ (see Fig. 3(c) and Fig. 3(d)). This path represents the case where homotopy parameters keep an approximate linear aspect ratio.
3. $M_{11}$ path associated to point $p_{11}$ (see Fig. 3(e) and Fig. 3(f)). This path is an extreme case of biparameter function; it is characterized by deforming first the $\lambda_{1}$ parameter from 0.5 until 1 and subsequently distorts $\lambda_{2}$ from 0.0 until 1.
4. $M_{12}$ path (see Fig. 4(b) and Fig. 4(c)). In Fig. 4(a) a case of third order polynomial biparameter function is shown.

Table 1 summarize the results for tracing (Vazquez-Leal et al., 2005a) all four homotopy paths; each one with a different biparameter function but having the same initial point. Then, the results are:

- All four paths showed double bounding and symmetry axis $\lambda_{\text {sym }}=0.5$.
- The corresponding symmetrical branch was traced successfully ( $\lambda_{1}=1$ and $\lambda_{2}=1$ ).
- For every case all three operating points were located (see Table 1).

| R.P. | Iter | TP | $v_{1}$ | $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | - | - | +13 | +13 | +13 | -13 | +13 | +13 | +13 |
| $S_{1}$ | - | - | 12 | 5.995 | 0.085 | 0.368 | 0.712 | 0.436 | 0.390 |
| $S_{2}$ | - | - | 12 | 0.883 | 0.278 | 0.590 | 0.631 | 0.812 | 0.315 |
| $S_{3}$ | - | - | 12 | 0.405 | 0.366 | 0.6854 | 0.349 | 6.796 | 0.070 |
| $x_{f}\left(M_{1}\right)$ | 16669 | 11 | +13 | +13 | +13 | -13 | +13 | +13 | +13 |
| $x_{f}\left(M_{6}\right)$ | 17063 | 11 | +13 | -13 | +13 | -13 | +13 | +13 | +13 |
| $x_{f}\left(M_{11}\right)$ | 16508 | 11 | +13 | +13 | +13 | -13 | +13 | +13 | +13 |
| $x_{f}\left(M_{12}\right)$ | 16112 | 11 | +13 | +13 | -13 | -13 | +13 | +13 | +13 |


| R.P. | Iter | TP | $v_{8}$ | $v_{9}$ | $v_{10}$ | $v_{11}$ | $v_{12}$ | $v_{13}$ | $i_{E}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{i}$ | - | - | +13 | +13 | +13 | +13 | +13 | -13 | -13 |
| $S_{1}$ | - | - | 0.699 | 11.635 | $0.4 \mathrm{E}-5$ | 0.039 | 0.039 | 0.321 | -0.0089 |
| $S_{2}$ | - | - | 1.074 | 11.647 | $0.4 \mathrm{E}-5$ | 0.039 | 0.039 | 0.321 | -0.0100 |
| $S_{3}$ | - | - | 7.038 | 11.839 | $0.4 \mathrm{E}-5$ | 0.039 | 0.039 | 0.321 | -0.0085 |
| $x_{f}\left(M_{1}\right)$ | 16669 | 11 | +13 | +13 | +13 | +13 | +13 | -13 | +13 |
| $x_{f}\left(M_{6}\right)$ | 17063 | 11 | +13 | +13 | +13 | +13 | +13 | -13 | +13 |
| $x_{f}\left(M_{11}\right)$ | 16508 | 11 | +13 | +13 | +13 | +13 | +13 | -13 | +13 |
| $x_{f}\left(M_{12}\right)$ | 16112 | 11 | +13 | +13 | +13 | +13 | +13 | -13 | +13 |

Table 1: Relevant points and solutions considering $\lambda_{1}=0.5$ and $\lambda_{2}=0$ at the symmetry axis and $\lambda_{1}=1$ and $\lambda_{2}=1$ at solution ( $S_{1}, S_{2}$ and $S_{3}$ ).

- The number of turning points (TP) is eleven for all four paths.
- The final point for paths $M_{1}$ and $M_{11}$ is the same. This implies that extreme paths may be similar no matter which parameter is swept first $\left(\lambda_{1}\right.$ or $\left.\lambda_{2}\right)$.
- The final point for path $M_{6}$ and $M_{12}$ differs from the other paths ( $M_{1}$ and $M_{11}$ ). This result implies that it is possible to affect the homotopy path depending on the selection made for the biparameter function $M$.
- A polynomial biparameter function ( $M_{12}$ ) was implemented as

$$
\begin{equation*}
M_{12}\left(\lambda_{1}, \lambda_{2}\right)=-\lambda_{2}+98.095238 \lambda_{1}^{3}-221 \lambda_{1}^{2}+161.83333 \lambda_{1}-37.928571=0 . \tag{9}
\end{equation*}
$$

The biparameter function $M_{12}$ contains two critical points while the other three paths $M_{1}, M_{6}$, and $M_{12}$ show a simple behaviour of being monotonically increasing. In this respect, it can be said that $M_{12}$ possess higher nonlinearity than the rest of the biparameter functions used.

For the biparameter function $M_{12}$, the total number of iterations (Iter=16112) were lower than the iterations reached using biparameter functions: $M_{1}, M_{6}$, and $M_{11}$; even the final point of the path is different compared to the rest of the paths. Therefore, the selection of the biparameter function plays an important role on the performance of the biparameter DBPH homotopy. In fact, for this case study, the selection of the most nonlinear biparameter function generated the least number of iterations.

a) $M_{1}$ full trajectory

c) $\mathbf{M}_{6}$ full trajectory
e) $\mathbf{M}_{11}$ full trajectory


b) $M_{1}$ zoom to the solution line

d) $M_{6}$ zoom to the solution line

f) $M_{11}$ zoom to the solution line

Figure 3: Homotopy path for $v_{2}-\lambda_{1}$ using biparameter function: a) $M_{1}$, b) zoom to $M_{1}$, c) $M_{6}$, d) zoom to $M_{6}$, e) $M_{11}$, f) zoom to $M_{11}$. For all cases the zoom factor for $\lambda_{1}$ is 8.33 E 11 .


Figure 4: a) Biparameter function $M_{12}$, b) Homotopy path for $v_{2}-\lambda_{1}$ using biparameter function $M_{12}$ and c) Zoom to solution line with a factor 8.33 E 11 for $\lambda_{1}$.

## 5 Discussion

All paths in Table 1 have the same number of solutions and turning points but different number of iterations; it means that all paths could have similar aspects as shown in Fig. 3 and Fig. 4. Also, despite that $M_{6}$ shows the most "linear" behaviour from all the employed biparameter functions, this function generates the path with the highest number of iterations and different final point (compared to $M_{1}, M_{11}$, and $M_{12}$ ); meaning that it is possible to affect the homotopy path with an appropriate selection of $M$. For the case study, fewer number of iterations were achieved using the most nonlinear biparameter function ( $M_{12}$ ); therefore, a nonlinear biparameter function $M$ may exist creating an optimized homotopy path. Hence, future research should focus in establishing rules to formulate a biparameter function $M$ allowing the optimization of the homotopy path in aspects like: length, sharp points, among others. Last, multiplying $\lambda_{2}$ by the stimulus vector $i_{\text {est }}$ helps to decrease the nonlinear effects of the equilibrium equation and increase the probability to locate one or more solutions.

The proposed homotopy locates multiple operating points, possesses automatic stop criterion, symmetry, and solution lines; contrary to the multiparameter homotopy shown in Roychowdhury and Melville (1996), which does not possess any of the characteristics mentioned above. Nevertheless, in Roychowdhury and Melville (1996), circuit simulations containing up to 8489 MOS transistors were shown, that it is important for industrial purposes. Also, one of the main challenges for applying the biparameter DBPH homotopy in circuit simulation of VLSI MOS circuits will be the selection of a unified low complexity mathematical model for the MOS transistor for DC (Jen at al., 1997; Jen, 1998; Ramaswamy et al., 1997; Zhou et al., 2011), which enables performing fast and accurate simulations. Therefore, in a future work, we will test the DBPH homotopy solving the equilibrium equation of VLSI MOS circuits.

## 6 Conclusion

This work has shown a biparameter DBPH homotopy with formal stop criterion. Also, we established that is feasible to affect the homotopy path by selecting different biparameter functions; likewise, different homotopy simulations for the same circuit, showed that by selecting the same initial point and different biparameter functions gave as result that, for the most nonlinear function, we obtained the lowest number of iterations to complete the tracing of a symmetrical branch. Therefore, the selection of the biparameter function can affect the homotopy path. Nevertheless, further study is required including tests with larger circuits and other types of biparameter functions to establish selection criteria for the biparameter function that generates an optimized homotopy path.
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