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ABSTRACT: We present an interactive MATLAB-based demo program devoted to teaching undergraduate stu-
dents the behavior of the sum of independent random variables. The user chooses the type of the variables, and the
parameters of these variables. The sum is shown in the time domain followed by the estimation of the probability
density of the sum using a histogram. It is subsequently shown that the probability density of the sum of random
variables represents the convolution of the density functions of the corresponding variables. The Central Limit
Theorem and the progression of the sum towards this limit are illustrated in terms of the number of summands.
The software can be used as a complement to theoretical classes or alone as a self-study tool. Student evaluation
of the program is also included. © 2010 Wiley Periodicals, Inc. Comput Appl Eng Educ 21: 372–385, 2013; View this
article online at wileyonlinelibrary.com; DOI 10.1002/cae.20481
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INTRODUCTION

Demo programs that illustrate concepts with visual aids have
become one of the more important tools in the field of engineering
education [1]. They help students learn faster, remember longer,
and identify the fundamental concepts better [2]. Demo programs
are especially beneficial in terms of saving time and effort for
both teaching and learning [3,4]. Our experience shows that the
concepts describing probability and random variables seem some-
what inaccessible and abstract for undergraduate students [5–8].
To this end we present a demo program to aid in understanding the
behavior of the sum of independent random variables.

Let us first recall the theoretical underpinning of the sum
of independent random variables, starting with two independent
random variables. Suppose X1 and X2 are random variables with
the corresponding densities fX1(x1) and fX2(x2), and their sum
X = X1 + X2.

We find the probability density (PDF) of the sum fX(x) by
introducing the auxiliary variable Y, as shown in Figure 1.
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Suppose the variable Y is equal to X1. (We could also substi-
tute X2.) Therefore we have

X = X1 + X2

Y = X1
(1)

The joint probability density function of the output variables
X and Y is related to the joint probability density of the input
variables X1 and X2 as [9–11]

fXY (x, y) = fX1X2 (x1, x2)

|J(x1, x2)| (2)

where J is the Jacobean of the transform (1)

J =
∣∣∣ ∂x

∂x1

∂x
∂x2

∂z
∂x1

∂z
∂x2

∣∣∣ (3)

and according to Equation (1)

x1 = y

x2 = x − y
(4)

where x1, x2, x, and y are values of the corresponding variables X1,
X2, X, and Y, respectively.

From (1) and (3) we have J = 1, and finally from (2) we have

fXY (x, y) = fX1X2 (y, x − y) (5)
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Figure 1 Sum of random variables.

If X1 and X2 are independent, it follows

fX1X2 (z, x − z) = fX1 (z)fX2 (x − z) (6)

From (5) and (6) we arrive at [11]

fX(x) =
∫
y

fX1 (y)fX2 (y − x)dy (7)

The right-hand side of Equation (7) is the convolution of the
densities fX1 and fX2 . Therefore the probability density function
of the sum of the independent variables is the convolution of the
corresponding densities. This result can be easily generalized to
the sum of m independent variables [9–11].

X =
m∑

i=1

Xi

fX(x) = fX1 ∗ fX2 ∗ . . . ∗ fXm

(8)

where * indicates the convolution operator.
The rest of the paper is organized in the following way.

Second section describes the motivation followed by a brief
description of the content of the demo package. Demonstrations
with descriptive details are presented in the third, fourth, fifth,
and sixth sections. Last section describes users’ evaluation of the
programs.

MOTIVATION

Although the field of engineering has changed dramatically in the
last years, the study of engineering has changed relatively little
[12]. This is particularly true for the teaching of random variables
[13]. It is well known that passive learners lose attention quickly
in lectures and tutorials and after only 20 min in lecture, students’
attention level reduces to one-third of its initial level [12]. “As
attention is a prerequisite for learning it is important to captur-
ing and sustaining student’s attention in class” [12]. It is believed
that the learning can become more efficient when visualization is
included in classical lectures, and can thus transform a passive par-
ticipant in a learning process to an active participant. Moreover,
it is sometimes difficult for undergraduate students to understand
that the sum of two variables can sometimes be of the same type
and sometimes of an entirely different type than the variables that
are summed, and that this result depends on the type of the sum-
mands. In particular, as the number of terms in the sum increases,
the Central Limit Theorem assures that the sum always approaches
the same result: the normal random variable [9–11].

Motivation for this work is several-fold. One objective is to
raise students’ interest through the visualization of the summation
of random variables showing the amplitude values of the variables
and their sum, as well as the corresponding estimations of density
functions. Another objective is to enable students to learn inter-
actively rather than by only passively listening to lectures. Yet
another objective is to enhance learning by exposing students to
hands-on manipulation of random variables and the corresponding
density functions.

Figure 2 Menu. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

DESCRIPTION OF DEMO PROGRAM

The content of the demo program is given in the Menu shown
in Figure 2. The user chooses the type of the variables from the
Menu, and the corresponding parameters of the chosen variables.
First, the sum of two variables is considered by showing that the
probability density function of the resulting random variable is the
convolution of the corresponding densities. The sum of m iden-
tically distributed random variables is then considered and it is
shown how the sum approaches a normal variable, according to
the Central Limit Theorem [9,10].

The demo is written in MATLAB. The user need not be a
priori proficient in MATLAB or any other programming language,
and can thus give all the attention to the presented topic. The demo
program can be executed repeatedly with different variables and
different parameters.

In the following sections we give short descriptions of the
demo program shown in Menu from Figure 2.

SUM OF UNIFORM RANDOM VARIABLES

First, the sum of two uniform random variables X1 and X2 in the
corresponding intervals [R11, R12], and [R21, R22], respectively, is
considered. The user chooses the corresponding values R11, R12,
R21, R22. Figure 3 demonstrates the case where R11 = 1, R12 = 3,
R21 = 4, and R22 = 5. Note that the sum of uniform variables is not
a uniform variable.

The observation is confirmed in Figure 4 where the prob-
ability densities for X1 and X2, as well as for the sum X, are
estimated.

The PDF for the uniform random variable X in the range [A,
B] is defined as

fX(x) =
{ 1

B−A
for A ≤ x ≤ B

0 otherwise
(9)

The convolution of the corresponding uniform densities (9)
is shown in Figure 5, thus confirming that the sum of uniform
variables is not uniform variable.

Next, we consider the sum of m uniform random variables
in the interval [R1, R2], where the user chooses the value of
m and the values R1 and R2. Consider the zero mean example
where R1 = −1 and R2 = 1. The successive convolutions of the
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Figure 3 The sum of uniform random variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

corresponding densities are shown for different values of m. As
an example, Figure 6 shows the densities for m = 2, 3, 4, and 5.

Note that the density of the sum of uniform variables
approaches the normal density. Figure 7 compares the estimated
density of the sum of 10 uniform random variables with the normal
density where the mean value and the variance of the normal ran-
dom variable are equal to the mean value of the sum of 10 uniform

variables, and the variance is equal to the variance of the sum of
10 uniform random variables,

E{X} =
10∑

m=1

E{Xm} = 0

Var{X} = 10 × 22

12 = 10
3

(10)

Figure 4 PDF estimates formed by scaled histogram. [Color figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]
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Figure 5 Convolution of densities. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

SUM OF NORMAL RANDOM VARIABLES

In this demo program we demonstrate that the sum of normal ran-
dom variables is again the normal variable with the mean value
and variance equal to the sum of the corresponding mean values
mi and variances �2

i , respectively. First we consider the sum of two

normal random variables as shown in Figure 8. The user chooses
the mean value and the variance for each normal random variable.
In this example m1 = 2, m2 = 4, �2

1= 4, and �2
2= 9.

Note that the sum of the normal variables in Figure 8 is a
normal variable.

Figure 6 Probability densities for sum of m uniform variables. [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]
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Figure 7 Comparison estimated density with the normal density. [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]

The probability density of the normal variable X with the
mean value m and the variance �2 is given as

fX(x) = 1√
2 � �

e− (x−m)2

2�2 , −∞ < x < ∞ (11)

Figure 9 compares the estimation of the density of the sum
with the corresponding normal density thus confirming that the

density of the sum of the normal variable is indeed the normal
variable. The resulting formula is

fX(x) = 1√
2 � �

e− (x−m)2

2�2 = 1√
2 � �1

e
− (x−m1)2

2�1
2 ∗ 1√

2 � �2

e
− (x−m2)2

2�2
2 ,

m = m1 + m2; � 2= �2
1 + �2

2 (12)

where * denotes the convolution.

Figure 8 Sum of two normal variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 9 Comparison of the density of the sum with the normal density. [Color figure can be viewed in the online issue,
which is available at wileyonlinelibrary.com.]

The same observation is demonstrated in Figure 10 where
the density of the sum is obtained as the convolution of the corre-
sponding densities.

We next consider the sum of m normal variables. Figure 11
shows the sum of m normal signals with mean value and variance
equal to 1 and 4, respectively, for m = 3, 4, 5, and 6. It can be
noted that the sum of normal variables, irrespective of the number
of signals added, is a normal random variable. The same is con-
firmed in Figure 12 which shows the estimates of the corresponding
densities.

SUM OF LOGNORMAL RANDOM VARIABLES

Lognormal random variable Y is obtained by the exponential trans-
form of the normal random variable X with the mean value mX and
the variance �2

X

Y = eX (13)

Figure 10 Convolution of the normal densities. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 11 The sum of m normal variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

The lognormal density is given as

fX(x) =
{

1√
2��Xx

e
− (ln x−mX )2

2�2
X for x > 0

0 otherwise
(14)

In this demo is shown that the sum of two independent log-
normal random variables is the lognormal random variable. The
corresponding lognormal variables are given in Figure 13 for the
parameters mX1 = 2, mX2 = 4, �2

X1
= 0.4, and �2

X2
= 0.2.

The corresponding estimated densities are given in
Figure 14.

Figure 12 Comparison of the estimated density with that obtained by convolutions of the corresponding normal densities.
[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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Figure 13 Sum of lognormal variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

Figure 15 shows the convolution of the corresponding
densities.

In the following we consider the sum of lognormal random
variables. As an example, Figure 16 shows the sums of lognormal
variables for m = 5, 11, 15, and 20, where m is the number of
variables in the sum.

We can see that the sum of lognormal variables approaches
a normal variable, as shown in Figure 17.

SUM OF EXPONENTIAL RANDOM VARIABLES

The exponential probability density function is given as

fX(x) =
{

� e−�x for x ≥ 0
0 for x < 0

(15)

where � is the parameter, � > 0.
We first consider the sum of two exponential variables.

The user chooses two exponential random variables with desired

Figure 14 Estimated densities. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 15 Convolution of the lognormal densities. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

parameters as illustrated in Figures 18 and 19, for � = 0.6 and
� = 0.8, respectively.

The sum of N independent exponential variables with the
parameter � is called the Erlang random variable. The Erlang

density function is given as

fX(x) =
{ (�x)N−1

(N−1)! � e−�x for x > 0
0 otherwise

(16)

Figure 16 Sum of lognormal variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 17 PDF estimations of the sum of lognormal variables. [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]

Figure 20 shows the sum of N = 4 exponential variables,
each with parameter � = 0.9, that is Erlang random variable
with parameters N = 4, and � = 0.9. Figure 21 presents the
Erlang density along with its estimation. The Erlang density
approaches a normal density for large values of the parameter

N, which is in accordance with the Central Limit Theorem.
Figure 22 illustrates the Erlang variable for four different values
of N: 5, 8, 15, and 20, and confirms that by increasing N, the
Erlang random variable is approaching the normal random
variable.

Figure 18 Sum of exponential random variables. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 19 Estimations of densities. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

EVALUATION

Since it is very important to receive information from students
about the usefulness of the software in the teaching–learning pro-
cess, we conducted a survey to evaluate the quality of the demo in
the teaching–learning process. The following topics were covered
in the survey:

(A) Usefulness of the software in teaching the sum of random
variables.

(B) Program design aspects.
(C) Suggestions to improve the demo.

All questions in the forms A and B are rated with marks from
1 to 4 with the latter being the highest mark.

Figure 20 Erlang random variable. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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Figure 21 Erlang density. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Evaluation forms:

(A) Usefulness of the software in teaching the sum of random
variables.

(1) Justification for the computer use in teaching random
variables. (1 = unjustified; 4 = absolutely justified).

(2) Contribution to study of the sum of random variables
by the demo program usage. (1 = irrelevant; 4 = very
effective).

(3) Clarity of explanations and features of demo.
(1 = confusing; 4 = absolutely clear).

(4) Did this demo help you to better understand the sum of
random variables? (1 = NO; 4 = Absolutely YES).

(5) Did this demo help you to better understand the Central
Limit Theorem? (1 = NO; 4 = Absolutely YES).

(6) Did this demo help you to better understand the sum
of uniform random variables? (1 = NO; 4 = Absolutely
YES).

Figure 22 Erlang density for different values of the parameter N. [Color figure can be viewed in the online issue, which
is available at wileyonlinelibrary.com.]
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Figure 23 Rating scheme. (a) Usefulness of the software for teaching sum of random variables. (b) Program design
aspects. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

(7) Did this demo help you to better understand the sum
of normal random variables? (1 = NO; 4 = Absolutely
YES).

(8) Did this demo help you to better understand the sum of
lognormal random variables? (1 = NO; 4 = Absolutely
YES).

(9) Did this demo help you to better understand the
sum of exponential random variables? (1 = NO;
4 = Absolutely YES).

(B) Program design aspects

(1) Special knowledge or programming skills required.
(1 = excessive; 4 = none).

(2) Ease of operation. (1 = complex; 4 = very easy).
(3) Flexibility and repeatability (possibility to return to

previous slide/slides and repeat it/them many times).
(1 = unnecessary; 4 = very useful).

(4) General quality of presentation (figures, resolution, vis-
ibility, etc.). (1 = poor; 4 = excellent).

(5) Ease of operation. (1 = complex; 4 = very easy).
(6) General quality of presentation (figures, resolution, vis-

ibility, etc.). (1 = poor; 4 = excellent)

(C) Suggestions to improve demo

(1) Please give your suggestions on how to improve effi-
ciency of the software in teaching the sum of random
variables.

(2) Please give your suggestions on how to improve the
clarity of presentations and features of the demo.

(3) Please give your suggestions on how to improve the
program design aspects.

The demo program was used as a complementary tool in a
basic undergraduate course covering random variables and pro-
cesses, for electrical engineering majors. The questionnaire took
place in the classroom at the end of the course. In total, 65 students
participated in the evaluations. Figure 23 presents the result of the
evaluation of A and B questionnaires in terms of the average marks
for all questions.

The result of the demo evaluation shows that students enjoyed
this way of teaching random variables. (The average mark was

3.86.) More specifically, they found this demo to be very useful for
better understanding the sum of random variables, Central Limit
Theorem, and particularly the sum of uniform, normal, lognormal,
and exponential random variables. They especially highly rated the
following features of the program: ease of operation, and the fact
that no prior programming skills are required to run the program.
(The average mark was 3.94.)

Regarding the suggestions to improve the demo, the majority
of students proposed to include the analysis of the sum of discrete
random variables. They also proposed to improve the readability
of formulas and to provide additional explanations in the bottom
windows. We plan to include all those recommendations in the
next version of the demo.

CONCLUSION

The manuscript’s contribution is in the domain of a classroom
delivery of learning technology. We presented a demonstration
program that permits a student to examine and manipulate time sig-
nals, sample densities, and model densities associated with some
common random variables. The intent of the program is to invite
the students to play with the parameters defining the densities
and thereby to obtain a better understanding of the transforma-
tions of these time series and density functions formed by simple
summation of independent random variables.
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