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Chapter 1

Introduction

Brain-Computer Interfaces (BCIs) are systems able to transform the brain signals into

commands to control a device. Different instruments are used to acquire brain signals, in

this study electroencephalography (EEG) was employed to record the brain electrophysio-

logical signals. In particular, the use of EEG is of great interest due to its simple operation

and low cost.

Former EEG-based BCIs used an external stimulus in which the brain activity re-

lated to such stimulus is known [Farwell and Donchin, 1988]. The present study is based

on the use of an internal stimulus related to language, known as imagined speech, which is

the action of imagining the diction of a word without emitting nor articulating any sound

[Torres-Garcı́a et al., 2016]. The use of imagined speech may provide a new communi-

cation channel for computers. Beyond aiding people with disabilities, this approach can

change their interactions with electronic devices.

An imagined speech based BCI requires the processing of brain signals to detect

brain activity related to a specific word. Previous EEG-based BCIs have proposed meth-

ods for feature extraction and analysis. Some have attempted to represent EEGs as multi-

dimensional data and have analyzed these representations in different ways [Ji et al., 2016,
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Zhao et al., 2009, Li and Zhang, 2010, Lee et al., 2007]. This study proposed a new method

that integrates the dimensions of an EEG signal to find appropriate patterns for imagined

speech discrimination. Therefore, a multiple variable (multivariate) representation will be

proposed, as well as a deep learning architecture. These methods will be compared in

subsequent experiments.

The objective is to add new words to a previously generated imagined speech dis-

crimination model. When a BCI is trained for a specific task, its extension requires

retraining it by adding information from a new task [Lotte and Guan, 2010]. The pro-

posal is that a network architecture in conjunction with transfer learning can extend an

imagined speech model to recognize new imagined words. This can be considered an

intra-subject transfer learning task. BCI transfer is commonly focused on inter-subject

variability, i.e., extending a generated model to new subjects [Waytowich et al., 2016,

Panagopoulos, 2017, Wei et al., 2018, He and Wu, 2017].

Previous studies on EEG-based BCIs have employed stimuli that activate or deac-

tivate specific brain regions. This allows for oriented feature extraction in such regions,

thereby facilitating decoding. For imagined speech, the language regions to be monitored

have not been well established. Therefore, widespread brain areas were measured. An-

other consideration that must be taken is that BCI models must be developed individually

for each subject due to the variability in brain connectivity.

Despite these challenges, imagined speech provides multiple advantages, such as

the possibility of creating a large vocabulary of commands whose interpretation is natural

for the BCI final user, compared with other approaches, such as motor imagery.

For imagined speech, as in other approaches, a data acquisition process is required.

This can be a lengthy and stressful procedure, and several studies aimed to reduce the time

and effort required.

The aim of this study was to increase the imagined speech vocabulary of a model

to ease the data acquisition process. For this purpose, the following considerations were
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taken.

• Which feature extraction methods are more suitable to decode imagined speech?

• How to implement a model which allows to decode imagined speech?

• From an imagined speech trained model, how it could be adapted to increase the

vocabulary?

1.1 Motivation

BCI models require a long procedure to acquire data. These models are specifically de-

signed for each subject owing to the neural connection variability. To solve this issue,

previous studies aimed to transfer models between different subjects. However, the emer-

gence of new BCI approaches, such as imagined speech, introduces new challenges; in

this case, the possibility of extending a model to include new imagined words for a single

subject. This incremental approach is common in tasks such as image classification; how-

ever, its implementation in imagined speech is challenging due to the complexity of EEG

signals and data limitations.

1.2 Problem statement

Brain activity can be obtained through different feature extraction methods according to

the application domain. In addition, feature extraction usually depends on the cognitive

tasks analyzed. Previous studies have addressed different cognitive tasks such as imag-

ined movement. These studies take advantage of the fact that imagined movement is

spatially related to specific brain areas, depending on limb movement. However, previ-

ous studies concluded that language activates multiple brain areas [McGuire et al., 1996,

Shergill et al., 2003, Kober et al., 2001].
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The BCIs have inherent issues that must be considered. In the first instance, the

datasets were obtained using a different number of channels, sample rates and devices. In

addition, the acquisition protocols are extremely different, there is no standard for imag-

ined speech acquisition protocols, and each study has different vocabularies, number of

subjects, acquisition time, number of epochs, number of word repetitions, etc.

Despite the previous limitations, the imagined speech has advantages over other BCI

paradigms, the most relevant to this work is the implementation of a large vocabulary that

could be increased over time by adding new words by incremental learning.

Two common problems in incremental learning are the catastrophic forgetting, which

is a drastic decrease in the performance over the old classes, and intransigence which in-

hibits adaptation of a new class [Chaudhry et al., 2018].

1.2.1 Contributions

To the best of our knowledge, incremental learning of imagined speech tasks for BCIs

has not been explored. Transfer learning approaches in BCIs are often oriented toward

subject-to-subject transfer, i.e, inter-subject transfer [Waytowich et al., 2016, Panagopoulos, 2017,

Wei et al., 2018, He and Wu, 2017]. Imagined speech introduces an intuitive way to apply

a transfer that allows the extension of a BCI to recognize new imagined words.

The main contribution is the development of a model that allows the incremental

learning of imagined speech. To achieve this, various neural network architectures and a

novel loss function have been proposed.

The neural network architecture is employed for feature extraction and creates a

set of centroids to represent classes. These centroids were employed for classification

purposes; therefore, the distance between the input data and centroids was the primary

parameter used to train the network. Moreover, the proposed architecture grows to allow

the inclusion of new classes. When the data of new classes are added, new modules of the
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network are implemented and trained by considering the information of the original data.

1.2.2 Scope and limitations

Despite the capability of multivariate decompositions to reconstruct the EEG signals and

find sources of activity [De Vos et al., 2007, Deburchgraeve et al., 2009, Weis et al., 2009],

this work will not analyze the activation areas of the brain related to imagined speech.

Interpretation of neural networks is not aimed in this work.

1.3 Hypothesis

By identifying patterns of brain activation, it will be possible to represent imagined words

and determine the degree of similarity between them. Characterization of brain activation

will allow imagined speech discrimination and extension of the vocabulary of imagined

words without loss of discrimination performance.

1.4 Research questions

• How a set of features can be extracted from EEG signals of imagined speech, al-

lowing the discrimination of imagined words?

• Which methods are more suitable to add a new imagined word to an existing model?

• Which variables have to be considered to increase a model for different datasets?
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1.5 Objective

To develop and evaluate a transfer learning model for imagined speech EEG to increase

the vocabulary without significantly decreasing the recognition rates of the model. More-

over, this model will discriminate among imagined words with a similar recognition rate

performance compared with related works.

1.6 Specific objectives

• To analyze methods for multivariate analysis of the EEG signals.

• To compare the state of the art methods to find a model which allows incremental

learning.

• To design and evaluate a framework to accelerate the integration of new imagined

words, considering the minimal decrements of the recognition rates.
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Chapter 2

Theoretical Framework

In this Chapter, the background concepts used in this study are reviewed. In Section

2.1, the mathematical notation is presented. In Section 2.2, Parallel Factor Analysis

(PARAFAC) is formally explained.

Section 2.3 introduces a dictionary representation algorithm. Moreover, the Bag

of Features method is reviewed. A dictionary representation allows to obtain descriptive

units from a set of features and then represent any signal using these units. Section 2.4

explains the architecture of the proposed neural networks. Finally, in Section 2.5, a defini-

tion of transfer learning is presented. In addition, different approaches that are commonly

used in EEG transfer learning are explained.

2.1 Tensor algebra

The mathematical notations in this study are based on the definitions presented in [Lu et al., 2013,

Cichocki et al., 2015]. The primary notations are listed in Table 2.1.
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Table 2.1: Basic tensor notations

Symbol Description

A Tensor

A Matrix

a Vector

a Scalar

A(n) Mode-n unfolding of tensor A

U(n) Mode-n projection matrix

A(i1, i2) Entry at the i1th row and i2th column of A

a◦b Outer (tensor) product

2.2 Parallel Factor Analysis

In mathematics, multidimensional arrays are referred to as tensors. In physics, it generally

refers to a tensor field, a generalization of vector fields, which is an association of a tensor

with each point of a geometric space. In the following, a tensor can be considered as a

generalization of vectors and matrices [Lu et al., 2013].

A tensor is a multidimensional or an N-way array, where N is the tensor order. The

order N of a tensor is the number of dimensions and is also referred to as ways or modes

[Devarajan, 2011]. An example of tensor X is shown in Fig. 2.1, where the modes are

time, channels and frequency, and e represents the epoch number.
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Figure 2.1: Tensor example.

Multilinear algebra introduces methods for tensor decomposition analysis. One

of these, known as Parallel Factor Analysis (PARAFAC) or Canonical Decomposition

(CP), was first proposed by [Hitchcock, 1927]. This method is based on Alternated Least

Squares (ALS) of the different tensor projections.

Let X be an N-dimensional tensor, PARAFAC decomposes the tensor, as shown in

Eq. 2.1.

X =
P

∑
p=1

u(1)p ◦u(2)p ◦ · · · ◦u(N)
p (2.1)

Where U(n) = [u(n)1 ,u(n)2 , ...,u(n)P ] is a matrix denoting the components of the mode

n. Operator ◦ is the n-mode outer product. Moreover, P are the number of extracted

components in each mode and N is the number of modes in the tensor. Thus, the total

number of components is given as P×N.

The decomposition process is illustrated in Fig. 2.2, in which a three dimensional

tensor X is decomposed into P factors. A three-dimensional tensor was chosen as a vi-

sual example. Nevertheless, this decomposition can be performed for any N-dimensional

tensor.
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Figure 2.2: Tensor decomposition into P factors [Lu et al., 2013].

2.3 Dictionary generation

A dictionary is a set of elementary signals, also known as atoms, used to decompose

a signal. A dictionary can be expressed as D = [d1,d2, · · · ,d j] ∈ R j×k, where j is the

number of elements in the dictionary and k is the length of the elements. Subsequently,

the signal Y is expressed by Eq. 2.2.

Y = Dx (2.2)

Where Y denotes the reconstructed signal, D denotes the set of atoms (Dictionary)

and x the set of coefficients.

Dictionary representation is usually restricted to finding a good signal reconstruction

using as few coefficients as possible in x, which is known as sparsity. Dictionaries do not

provide unique solutions and sparsity constraints are applied to determine a unique and

compressed set of coefficients [Aharon et al., 2006, Tosic and Frossard, 2011]. This can

be expressed by Eq. 2.3

min
x∈Rk
||Y −Dx||22 +λ1||x||1 (2.3)
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Where λ1 represents a Lagrange multiplier that restricts x to the L1 norm [Mairal et al., 2008].

2.3.1 Bag of features (BoF)

This method is based on Vector Quantization [Aharon et al., 2006, Zhuolin Jiang et al., 2013],

which aims to achieve an automatic signal characterization by discretizing its represen-

tation [Garcı́a-Salinas et al., 2017]. This is a specific case of dictionary generation in

which the number of coefficients used for signal reconstruction is one. In signal analysis,

many variations and adaptations of this method have been developed [Ameri et al., 2015,

Ameri et al., 2016, Barthélemy et al., 2013, Gu et al., 2014, Pressel Coretto et al., 2017],

that receive different names according to the application area. It is referred to as a bag of

words in document classification, bag of instances in multiple instance learning, bag of

frames in audio and speech recognition, bag of patterns in signal processing and pattern

recognition, and bag of images in computer vision [Baydogan et al., 2013].

The BoF model was originally developed for document representations. The basic

idea is to generate a dictionary called codebook, and the elements of this codebook are

called codewords. Finally, histograms of the codewords are generated. Although the

information order of words is ignored, the bag of words model has shown to be effective in

capturing document information [Wang et al., 2013a]. The codewords are obtained from

the codebook, which is commonly generated by a clustering procedure over segments of

the analyzed object. Subsequently, each extracted segment is associated with a codeword,

then it is possible to generate histograms to analyze the data.

A formalization of bag of features from [Gui and Yeh, 2014] is as follows. A time

series is defined by the vector x = (x1,x2, ...,xi) for i-ordered samples. Each instance xi is

associated with the class y ∈ {1,2, ...,C}, where C denotes the number of classes. To ex-

tract local patterns, a sliding window w over the time series is required. The displacement

m of the window should not exceed its length m≤ w. The extracted sub-sequences will be

d i−w+1
m e and the dataset will have n(d i−w+1

m e) sub-sequences. Subsequently, a clustering
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method is applied, and the centroids become the codewords that constitute a codebook

K ∈ R(w×d) , where K denotes a set of centroids.

This method assumes that a set of objects consists of finite features and that such ob-

jects are unordered sets of features. Moreover, histogram-based approaches ignore tempo-

ral ordering and therefore may not identify specific contents or patterns related to temporal

information.

2.4 Neural networks

According to [Lecun et al., 2015], deep learning is a set of representation-learning meth-

ods with multiple levels of representation obtained by composing simple but non-linear

modules. In addition, [Schmidhuber, 2015] established that neural networks consist of

many simple, connected processors called neurons, which are activated by perceiving the

environment, while others are activated through weighted connections from previous neu-

rons.

Neural networks are based on a structure called a neuron, which is a linear function

that takes a set of inputs X . These inputs are transformed by a set of weights W to generate

a linear function that approximates input data [Haykin et al., 2009]. Moreover, a bias

value b is added to each element of W , which is the constant term in a linear function. A

formal representation of a neuron is as follows:

z = wx+b

Intuitively, the weights w are automatically learned using an optimization algorithm.

Then, to predict the test instances, the dot product of the weights and input vectors is

applied. These operations can be expressed as follows:
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z =
( n

∑
i=1

wixi
)
+b

Fig. 2.3 shows the architecture of a neuron. From this perspective, the input vec-

tors are obtained by the network, multiplied by the weights and finally summed, which

essentially corresponds to the dot product with the bias added.

Figure 2.3: Graphical representation of a neuron. The input vector x is processed. The neuron uses the

weights in w to conceptually perform the dot product of w and x, then add the bias value.

Once the input vectors, weights and bias are processed, an activation function is

applied to z. Usually, the activation function a = σ(z) maps the neuron information in

z to a value between −1 and 1 in the case of the hyperbolic tangent function tanh, or 0

and 1 in the case of the sigmoid function. The sigmoid function is commonly used for

prediction layers. For example, assuming a binary classification problem, it is expected

that the network output determines whether the input corresponds to a specific class, i.e.

a prediction close to one or close to zero. Therefore, the sigmoid function is convenient

and typically implemented in the last layer of a network. The sigmoid activation function

is defined as σ(z) = 1
1+e−z , which ensures a positive soft value for the prediction.

During the first stage of the learning phase, a crucial aspect is to observe the model
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performance to measure how well the parameters w and b fit the input data. To compute

this fit, a loss function is required. Intuitively, the loss function is the primary method

for measuring the error of the model at each training epoch. A common implementation

based on logarithms is defined as follows:

L(a,y) =−(y loga+(1− y) log(1−a))

Where a is the predicted value, and it is compared with the true value y. It is ex-

pected that the computed value a approximates the real true value y. In this case, the loss

function is applied individually to each input instance. Moreover, it is necessary to mea-

sure the behavior of the parameters over the entire sample set, for which a cost function is

defined as:

C(W,b) =
1
m

n

∑
i=1

L(a(i),y(i))

Where n denotes the training samples in the dataset. The objective is to minimize

C(W,b) to obtain the lowest cost value. In order to minimize the cost function, the W

and b values must be updated using the gradient-descent approach. The computation of

the partial derivatives to update the parameters W and b is called backpropagation, and

extends to each neuron and layer of the network. The main equation is:

dC
wk

i j
=

dC
ak

j

ak
j

wk
i j

(2.4)

At this point, another variable is required: learning rate, which is typically assigned

to α . This value indicates the magnitude of the parameter update. The following equations

were used to update the values:

wk
i j = wk

i j−α
dC(W,b)

dwk
i j

(2.5)
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b = b−α
dC(W,b)

db
(2.6)

These equations follow a gradient descent approach, in which each update to the

parameters makes C(W,b) closer to a minimum cost. If the minimum cost is reached, also

L(a,y) is reduced, therefore, parameters W and b fit the input data correctly.

2.4.1 Convolutional Neural Networks

To increase the feature extraction capabilities of neural networks, the addition of convo-

lutional layers in the initial phase has been proposed. This has attracted considerable in-

terest, particularly in image analysis. These convolution layers aim to find patterns across

the input data by applying convolutional filters, which implies that a feature extraction

process is added before neural network training.

The convolution of two functions f (x) and g(x) is defined in [Bracewell, 2000] as a

continuous function:

f (x)∗g(x) =
∫ inf

− inf
f (u)g(x−u)du

The discrete counterpart of such function is defined as:

f [m]+g[m] = ∑
n

f [n]g[m−n]

In a practical scenario, f (x) is the input data and g(x) is the filter or kernel. The

setting of the filters results in different feature extractions, a typical example is edge de-

tection in images. There are well known filters for specific tasks, such as noise reduction,

edge detection, sharpening, and blurring. Nevertheless, random filters are commonly used

in neural networks when input data features are unknown.

15



An inherent issue of convolutions is that the border data is not treated equally as

the inner data. Assume a vector X with ten elements, over which a convolution with a

size of three kernel is applied. The resulting vector X ′ is reduced in size by (Xn−K)+1,

where Xn is the input size and K is the kernel size. It can be inferred that the edge data

lose relevance in the resulting vector. A practical solution to this problem is to implement

padding on the input. Padding involves the addition of data to the input edges to allow

for complete convolution. Nevertheless, determining the value to be used for padding

depends on the analyzed data. The most common approach is to use zeros; however, any

other value is viable, e.g., ones, duplication of the edge value, or the mean of the next k

values. By adding padding, the output size can be calculated as:

(Xn−K +2P)+1

Where P denotes the padding size. Note that the convolution kernel moves in steps

of one across the input, but there are no restrictions on the step size, this displacement is

called stride. As expected, it changes the output size of the data as follows:

b(Xn−K +2P)/Sc+1

Where S denotes the stride. Increasing the stride results in a reduction in the output

data size; however, it also reduces the feature extraction because the kernels process less

data.

After a convolution layer, it is common to implement a pooling layer. The main

purpose of pooling is to reduce the size of the data, which also decreases the network

parameters and computational load. Pooling merges contiguous data into one value, and

the resulting value can be computed by different means, the most common approach is to

take the highest value, known as max pooling. Other approaches consider the average, L2

norm or median. Square windows are typically used for pooling.
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2.5 Transfer learning

Formally, transfer learning is defined in [Pan and Yang, 2010, He and Wu, 2017] as fol-

lows: given a source domain DS, a learning task TS, a target domain DT and a learning

task TT , transfer learning aims to improve the learning of the target predictive function

fT (·) in DT using the knowledge in DS and TS, where DS 6= DT , or TS 6= TT .

A domain D is defined as a pair D = {X ,P(X)}. Thus, condition DS 6= DT implies

that either XS 6= XT or PS(X) 6= PT (x), where P(X) is the marginal distribution of X .

Similarly, a task is defined as a pair T = {Y ,P(Y |X)} and the condition TS 6= TT follows

the same criteria as domain D.

Following the descriptions in [Pan and Yang, 2010], transfer learning can be divided

into three categories depending on the approach.

Inductive Transfer Learning: It aims to improve the learning of a target predictive func-

tion fT (·) in DT using knowledge in DS and TS, where TS 6= TT . In this case, the

target task is different from the source task, despite the source and target domains

are the same or not. Labeled data in the target domain are required to induce an

objective predictive function.

Transductive Transfer Learning: It aims to improve the learning of a target predictive

function fT (·) in DT using the knowledge in DS and TS, where DS 6=DT and TS = TT .

This approach does not require labeled data in the target domain; however, labeled

data in the source domain are available.

Unsupervised Transfer Learning: It aims to improve the learning of a target predictive

function fT (·) in DT using the knowledge in DS and TS, where TS 6= TT and YS and

YT are not observable. This case is similar to inductive learning: the target task

is different from, but related to the source task. However, it focuses on solving

unsupervised learning tasks within the target domain.
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In [Pan and Yang, 2010], four transfer learning approaches were defined depending

on what is being transferred.

Instance transfer: It assumes that certain parts of the data in the source domain can be

reused for learning the target domain by re-weighting.

Feature representation transfer: The knowledge transferred is encoded into a feature

representation of the target domain. This representation can improve the target per-

formance.

Parameter transfer: It assumes that source and target tasks share parameters or prior

distributions of hyper-parameters. The transferred knowledge is encoded into the

shared parameters or priors.

Relation knowledge transfer: In this case, it is assumed that a relationship between the

source and target domain data exists. Thus, the knowledge to be transferred is the

relationship between the data. In this context, statistical relational learning tech-

niques have been proposed.

2.5.1 Incremental learning

Currently, with a lack of consensus, slight changes in machine learning algorithms re-

ceive different names. Incremental, class incremental, life-long, online, never-ending and

evolutionary are terms used for specific cases of the same problem. For example, accord-

ing to the definitions in [Gepperth and Hammer, 2016], life-long learning is a continuous

model adaptation method based on constantly arriving data streams. Online learning is

applied when training examples are provided only once in the model instead of iterating

across training sessions. Incremental learning is a machine learning paradigm in which the

learning process takes place whenever new examples emerge and adjust previous learning

[Ade and Deshmukh, 2013]. In [Polikar et al., 2001], incremental learning was defined as

an algorithm that fulfills the following tasks:
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• Ability to learn additional information from new data.

• Have no access to the original data used to train the classifier.

• Preserve previously acquired knowledge.

• Ability to incorporate new classes.

Other studies, such as [Castro et al., 2018, Ade and Deshmukh, 2013], add other

criteria to the incremental learning definition, such as end-to-end architecture, limited pro-

cessing and memory resources. Nevertheless, a formal definition has not been established

yet.

However, all these previous terms are specific cases of transfer learning. Accord-

ing to the former definitions, Incremental Learning is a special case of Inductive transfer

learning.

A special case of Inductive Transfer learning that aims to increase the classes of a

trained model is usually named Incremental Class Learning [Tao et al., 2020, Masana et al., 2020].

There are different categorizations for Incremental Class Learning Approaches, [Tao et al., 2020]

recognize three categories:

• Rehearsal approaches. Aim to store exemplars of old data to reduce forgetting.

• Architectural approaches. Manipulate the network to include new classes.

• Regularization approaches. Set regularization to the parameters, losses or inputs

of the network.

Furthermore, [Masana et al., 2020] defined the following categories:

• Regularization based. Aims to minimize the impact of new data on weights that

are important for old data.

• Exemplar based. Stores exemplars of old data to prevent forgetting.

• Task recency bias. Refers to correcting bias towards new data.
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One of the first approaches to address Incremental Class Learning was Knowledge

Distillation, which was designed to learn a compact student network from a larger teacher

network [Hinton et al., 2015]. This approach usually retains information from old classes,

i.e., exemplars. Nevertheless, this leads to an imbalance class problem due to the instances

from the old classes are not equal to those of the new classes. The basic principle of dis-

tillation is to transfer knowledge to the distilled model by feeding a pre-trained model and

using the outputs as soft labels, then the student network is trained to learn the behavior

of the teacher network, see Fig. 2.4.

Figure 2.4: Knowledge distillation scheme.

The most relevant issues of these approaches are Catastrophic Forgetting which

is a drastic decrease in the performance over the old classes, and Intransigence which

inhibits adaptation of the new class [Chaudhry et al., 2018]. This is also known as the

Stability-Plasticity Dilemma [Mermillod et al., 2013]. Some of the studies presented in

the following Section have developed methods to address these issues while implementing

Incremental Learning.
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Chapter 3

Related work

In this Chapter, a revision of related work is presented. The most relevant topics for this

study are neurophysiological evidence of imagined speech, actual applications of imag-

ined speech in BCI, research on dictionary learning, neural networks and transfer learning.

In addition, a discussion of these studies and their relevance to the present work is sum-

marized.

Three main topics were reviewed, and are grouped as shown in Fig. 3.1.

Figure 3.1: Related work taxonomy
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3.1 Imagined speech analysis

The Table 3.1 summarizes exploratory research on brain activation areas related to overt

and imagined speech. Different acquisition methods have been presented, such as elec-

troencephalography (EEG), positron emission tomography (PET), functional magnetic

resonance imaging (fMRI) and electrocorticography (ECoG).
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Table 3.1: Imagined speech analysis

Work Analysis Results

[Perani et al., 1996] PET The activation areas by speaking a first and a second language show

differences in temporal poles. Also, the second language did not acti-

vate the same areas as the first language.

[McGuire et al., 1996] PET Auditory imagery and imagined speech show similar patterns of de-

creases of Cerebral Blow Flow in the posterior part of the right middle

temporal gyrus, the posterior cingulate cortex and the precuneus. (Ar-

eas related to vision).

[Kober et al., 2001] FMRI Language processing is localized in the Wernicke and Broca areas.

Nevertheless, there is a wide sparse activation in the temporal lobe,

the inferior, medium and frontal superior gyrus, the pre and postcentral

gyrus and the motor area.

[Shergill et al., 2003] PET An inner speech analysis shows activations in the following areas;

left superior temporal gyrus, right precentral gyrus, superior tempo-

ral gyrus and the adjacent post-central, and bilateral activation of the

frontal pole, the parahippocampus gyrus and the bilateral cerebellar

cortex.

[Aleman et al., 2005] FMRI There is a common activation among speech perception and imagery

in the frontal left lobe and temporal lobe. Also, there are convergences

in the posterior parietal cortex.

[Liu et al., 2007] EEG It is possible to detect neurological differences among semantic cate-

gories of imagined words.

[Deng et al., 2013] EEG A dipole reconstruction from the heard speech is used to classify

imagined speech. The classification of five sentences was performed,

reaching an accuracy of 75 percent.

[Wymbs et al., 2013] FMRI Overt and covert stuttering utterances, present similar activation areas.

[Xia et al., 2016] EEG Semantic plays a role in word recognition on imagined speech. Also,

Chinese nouns and verbs are processed differently in the brain. The

overall accuracy was 91 percent for binary classification.

[Martin et al., 2016] ECoG Imagined speech has few discriminative features. It is attributed to

the limited number of sensors, the condition of subjects and the low

task comprehension. The accuracy achieved was 57.7 percent for six

words.
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The use of spatial information from brain signals is relevant to the analysis of

imagined speech. However, [Aleman et al., 2005, Deng et al., 2013, Wymbs et al., 2013,

McGuire et al., 1996] suggested that focused brain areas are related to imagined speech.

However, [Kober et al., 2001, Perani et al., 1996, Shergill et al., 2003] have shown that

widespread brain regions are involved in imagined speech. In [Liu et al., 2007], semantic

groups were distinguished on the basis of differences in neurological activity. Considering

this evidence, the methods proposed in this study consider all available channels.

3.2 Imagined speech applications

Early BCI approaches assumed that users are able to generate specific cerebral signals or

take advantage of natural brain responses to external stimuli. An imagined speech based

BCI exploits the signals generated by the cognitive process of speech. The main advantage

of this approach is that the user does not require special training to generate cerebral

signals. The main drawback of imagined speech recognition is the high abstraction level

of the cognitive tasks [Brigham and Kumar, 2010].

Different works related to imagined speech BCIs are discussed below. Such studies

differ not only in the proposed method but also in the evaluation process. The experimental

designs used different subjects, acquisition protocols and imagined speech vocabularies.

The classification of imagined words was formerly reported in [Suppes et al., 1997a],

which analyzed EEG and MEG signals to classify seven words (first, second, third, yes,

no, right, left), with 100 trials per word for seven subjects. Feature extraction is based on a

Fast Fourier Transform (FFT) and a bandpass filter to apply an Inverse Fast Fourier Trans-

form (IFFT). The signals were compared using least squares with a prototype created from

their mean, obtaining an accuracy of 52.57±20% for five subjects.

A simpler scheme was proposed in [Salama et al., 2014b], in which two Arabic

words (Yes, No) for seven subjects and 14 trials were classified. The low alpha, high alpha,
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low beta and high beta rhythms of one EEG channel were analyzed using two methods,

the first one obtains statistical data of the signal (minimum, maximum and mean), and

the second applies a DWT with six decomposition levels. The classification was per-

formed using Support Vector Machines, Linear Discriminant Analysis, Self Organized

Maps, Multilayer Perceptron and assemblies of them, the total mean accuracy was 56%.

Better classification results were obtained in [Kim et al., 2013], where eight Korean

monosyllabic words were classified into two semantic classes related to human faces and

numbers. Thirty channels and two subjects performing 80 trials were used. The improve-

ment was a spatio-temporal pattern search that obtained a mean accuracy of 92.46% using

a Support Vector Machine.

A different approach was presented in [Zhao and Rudzicz, 2015], in which a set of

words was labeled according to phonemic and phonological features. The experimental

set included EEG, facial, and audio recordings. Many binary classification schemes have

been explored, such as vowel-consonant, presence of nasal, presence of bilabial, presence

of high-front vowels and presence of high back vowels. The best recognition rate using

only EEG recordings was 63.5% and was obtained in the presence of a nasal with an

SVM-quad classifier. The data includes sixty-four channels from 12 subjects and one

hundred thirty-two trials.

In [Torres-Garcı́a et al., 2016] different wavelet families and classifiers were ex-

plored for multi-class imagined speech classification, the data set contains five Spanish

words (”Arriba”, ”Abajo”, ”Izquierda”, ”Derecha”, ”Seleccionar”) with thirty three tri-

als and twenty seven subjects. In addition, automatic channel selection based on fuzzy

inference was implemented to reduce the dataset, and an accuracy of 68.18%± 16 was

achieved.

In [Pressel Coretto et al., 2017], a larger vocabulary was presented, it included the

Spanish words (”Arriba”, ”Abajo”, ”Izquierda”, ”Derecha”, ”Adelante”, ”Atras”) that

were recorded from fifteen subjects performing fifty trials, and applies the method pre-
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sented on [Torres-Garcı́a et al., 2013], the obtained accuracy rate was 18.58%±1.47. The

low accuracy was related to the randomization of the stimuli in the acquisition protocol

and the use of basic spectral feature extraction. Nevertheless, the presence of imagined

speech discriminative data in the EEG signals was not discarded. An important factor that

was not mentioned by the author is the use of fewer channels, i.e. six channels, which

were placed in non-relevant areas for speech.

Table 3.2 summarizes the different approaches to imagined speech related work.

Table 3.2: Imagined speech applications

Imagined speech Features

Vowels

[DaSalla et al., 2009, Riaz et al., 2014,

Matsumoto and Hori, 2014]

Useful for simple tasks.

Limited to five classes in Spanish.

Syllables

[D’Zmura et al., 2009,

Brigham and Kumar, 2010, Deng et al., 2010]

Increases the possible classes.

Semantic context is not easy to associate.

The acquisition protocols relate syllables to physical ac-

tivities.

Words

[Suppes et al., 1997b, Wang et al., 2013c,

Salama et al., 2014a, Zhao and Rudzicz, 2015,

Torres-Garcı́a et al., 2016,

Nguyen et al., 2017,

Pressel Coretto et al., 2017,

Garcı́a-Salinas et al., 2017]

Increases the classes to an underlying vocabulary.

Relates directly words to semantic representations.

Deeper analysis of the signal is required.

Semantic groups

[Xia et al., 2016, Nguyen et al., 2017]

Includes the analysis of semantics in the imagined speech.

Allows ambiguity among words and groups.

Phonemic/phonologic groups

[Chi et al., 2011, Kim et al., 2013]

Phonemic/phonologic units are detected in the brain ac-

tivity.

There is no direct relation among groups and semantics.

Using single words, vocabulary can be increased independently of semantic, phone-

mic or phonological classification. This is useful for BCI applications in which it is as-
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sumed that new words can be learned and discriminated.

Previous research has shown that a robust feature extraction is a useful approach for

imagined speech discrimination [Zhao and Rudzicz, 2015, Wang et al., 2013a, Salama et al., 2014b,

Torres-Garcı́a et al., 2016, Garcı́a-Salinas et al., 2017].

3.3 Dictionary learning and Multivariate decompositions

Dictionary learning has been treated using different approaches such as Auto-encoders,

Vector Quantization and Sparse representations. This study emphasizes the use of vector

quantization and sparse representations, from which the latter is a generalization of the

former which provides a higher expressiveness of the models. As their name suggests,

auto-encoders encode the features of an input into a set of Artificial Neural Networks

coefficients. Table 3.3 presents a comparison of the EEG analysis proposals using these

approaches.

Table 3.3: Dictionary learning for EEG analysis

Work Sparse Class

info

Multi-

dimensional

EEG analysis Transfer

learning

[Aharon et al., 2006] Yes No No No No

[Zhou et al., 2012] Yes Yes No Motor imagery No

[Zhuolin Jiang et al., 2013] Yes Yes No No No

[Barthélemy et al., 2013] Yes No Yes Motor imagery No

[Gu et al., 2014] No Yes CSP/PSD No No

[Ameri et al., 2015] Yes Yes CSP/PSD Cognitive tasks No

[Morioka et al., 2015] Yes No No Visual selection Yes

[Ameri et al., 2016] Yes Yes CSP/PSD Motor imagery No

[Mo et al., 2017] Yes Yes CSP/PSD Motor imagery No

One issue in feature extraction for EEG is the inherent loss of information by ma-

tricization or vectorization of multidimensional data, which is the transformation of the
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data into simpler representation spaces. A way to solve this is tensor decomposition meth-

ods that were developed to represent multidimensional data as a sum of components that

preserve the relations among multiple dimensions. EEG data are time signals recorded si-

multaneously by multiple sensors in a bi-dimensional representation. Nevertheless, signif-

icant features can be obtained by transforming the signals into other spaces, i.e. frequency

space. Table 3.4 lists some uses of tensor decomposition in the signal analysis.

A hierarchical relation was defined in [Kiers, 1991], in which it was established that

PARAFAC is a constrained version of Tucker decomposition and that Tucker decompo-

sition is a constrained version of Two-way PCA. Thus, an adequate model generated by

PARAFAC can be adequately modeled by Tucker, and successively modeled using Two-

way PCA [Bro, 1997]. Moreover, the Tucker decomposition generally has no unique so-

lutions [Kolda and Bader, 2009, Cichocki, 2013, Cichocki et al., 2015]. To obtain unique

decompositions, certain constraints must be imposed, such as the core sparsity or indepen-

dence. These constraints increase the model computation time compared to PARAFAC.

Subsequently, a dictionary learning approach using PARAFAC decomposition is proposed

in this study.

3.4 Deep learning

Most approaches in deep learning for BCIs are focused on motor imagery, the following

review will serve as a base to design a deep learning architecture for imagined speech

discrimination.

In [Ren and Wu, 2014] it is assumed that convolutional neural networks are more

suitable than standard networks due to their capability to process multi-channel structures.

The proposed architecture is a two-layer convolutional deep belief network with a filter

size of 6 and 4, and a max pooling of 3 and 2, respectively, for each layer. The accuracy

of this method in a 4-classes motor imagery dataset was 87.33±1.88.
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Table 3.4: Multivariate decompositions

Work Tensor de-

composition

Exemplary

applications

Dictionary

genera-

tion

Summary

[Miwakeichi et al., 2004] PARAFAC EEG alpha and

theta activity

detection

No Introduces the use of components as

instances that are able to discriminate

between alpha and theta activity.

[Lee et al., 2007] Non-negative

PARAFAC

Mental task

EEG classifica-

tion

No Nonnegative PARAFAC adapts better

to EEG analysis. The components are

processed in search of discriminative

patterns.

[Zubair and Wang, 2013] Tucker de-

composition

Image recon-

struction

Yes Sparsity in the core tensor compresses

the data and reduces the ambiguity in

the dictionary components.

[Peng et al., 2014] Tucker de-

composition

Multi-spectral

image denois-

ing

Yes Extends the search of dictionaries

which consider the multiple dimen-

sions at once.

[Zhao and Rudzicz, 2015] Sliced

Oriented De-

composition

EEG imaginary

movement

No Slice tensor decomposition shows dis-

criminative and interpretable results of

EEG data.

[Quan et al., 2015] Tucker de-

composition

Dynamic

texture recog-

nition

Yes Dictionaries update by means of ten-

sor decomposition, generates a set of

sparse dictionaries.

[Barzegaran et al., 2017] PARAFAC Alpha rhythm

decomposition

No Provides evidence of the feasibility of

PARAFAC for EEG analysis.
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The work presented in [Jia et al., 2014] considers the limitation of labeled EEG data

by using Restricted Boltzmann Machines. It aims to classify the binary affective state

of subjects watching musical videos by grouping classes into like and dislike. Another

consideration of this study is the application of semi-supervised learning, i.e., labeled and

unlabeled data. The result is presented as the area under the ROC curve of 0.8± .035.

The previously affective states dataset was tested in [Suwicha et al., 2014], in which

the valence and arousal were classified with an accuracy of 53.42± 9.64/52.03± 9.74

respectively. To achieve this, a neural network with three hidden auto-encoder layers and

two softmax layers was proposed. Moreover, previous feature extraction was performed

by obtaining five FFT frequency bands. Principal Component Analysis was applied to

these features to apply a Covariate Shift Adaptation of Principal Components.

In [An et al., 2014] an individual Deep Belief Network for each channel was pro-

posed, this network was merged with an Ada-boost algorithm. Several layers were tested

using Restricted Boltzmann Machines, which resulted in the best performance of an eight-

layer network. The input data were processed using FFT and a classification rate of 80.5%

was obtained for binary motor imagery.

Different feature extraction methods are applied before the data are fed into neu-

ral networks, mainly frequency domain transforms. In [Yang et al., 2015], an augmented

Common Spatial Pattern (ACSP) was implemented, which allowed the extraction of CSP

features from the multiple level decomposition of frequency.

Other approaches consider spatial information of the signal, e.g. generating activa-

tion maps, as in [Bashivan et al., 2016]. This map preserves the spatial structure of the

channels and is divided into three frequency bands obtained through FFT decomposition.

The time dimension was considered by dividing the signal into segments of 0.5 seconds.

This data processing allowed the implementation of a convolutional-recurrent neural net-

work that discriminated four different mental load tasks with a recognition accuracy of

91.11%.
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Convolutional networks can be disposed of in different ways, depending on the input

data. In [Tang et al., 2017], two one-dimensional convolution layers were proposed, the

first into the spatial dimension, and the second into the time dimension. Finally, a fully

connected layer and two neuron layers were set. This method aims to find spatiotemporal

features in the raw EEG signal of a binary motor imagery task and obtained an accuracy

of 86.41±0.77.

In [Wang et al., 2017] imagined speech discrimination was proposed, this approach

considers two imagined vowels (/a/,/u/) and a rest state. From this set, three combina-

tions were created: /a/-/u/, /a/-rest and /u/-rest. Subsequently, random sequences from

them were generated. The network architecture has three convolutional layers: a one-

dimensional convolutional layer that fuses channels (spatial dimension), a bi-dimensional

convolution (spatial-temporal), and a bi-dimensional convolution. The signal was fed as

temporal segments, and a recurrent layer was also included. The results indicate a recog-

nition loss of 2.1.

A combination of previous approaches can be seen in [Shen et al., 2017]. This study

proposed a single network per EEG channel that contains two one-dimensional convolu-

tional layers, followed by a recurrent LSTM layer, a fully connected layer, and a softmax

layer, which are merged into a max-pooling layer that determines the predicted label. This

architecture achieves an accuracy of 68.51%.

A different approach in [Kaushik et al., 2019] aims to discriminate among age ranges

and gender of subjects. The DWT was applied, and a deep recurrent network was pro-

posed. The first layer is a bi-directional Long-Short Term Memory followed by two Long-

Short Term Memory layers and two fully connected layers. This approach achieved an

accuracy of 93.69% for six age range classification and 97.52% for gender classification.

In [Tayeb et al., 2019], an EEG signal is treated as an ”image-like representation”

by applying an STFT. A pragmatic Convolutional Neural Network was proposed, the data

were treated as a three-dimensional representation, and three layers of bi-dimensional
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convolutions were set. This achieved an accuracy of 84.24% for the two motor imagery

tasks.

Following the previous approach, [Zhang et al., 2019] considered a three dimen-

sional approach of data. In this case, two bi-dimensional convolutional layers are set,

followed by a fully connected layer, and finally a prediction layer for binary motor im-

agery. In this case, DWT was applied, and the obtained coefficients were reshaped into a

32 by 32 matrix.

Table 3.5 summarizes the network architectures for different EEG analyses.
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Table 3.5: Deep learning architectures in EEG

Work Analysis Feature

extrac-

tion

Network Result

[Ren and Wu, 2014] Motor imagery 4

classes

FFT/PCA Convolutional deep belief 87.33±1.88

[Suwicha et al., 2014] Affective states bi-

nary

PSD/PCA DBN Stacked Auto-encoders 53.42 ±

9.64/52.03±9.74

[An et al., 2014] Motor imagery bi-

nary

FFT DBN Restricted Boltzmann

Machines

80.5

[Yang et al., 2015] Motor imagery 4

classes

Augmented

CSP

Convolutional 69.27

[Bashivan et al., 2016] Mental load 4

classes

FFT Convolutional / Recurrent 91.11

[Lu et al., 2017] Motor imagery bi-

nary

FFT/WPD DBN Restricted Boltzmann

Machines

84

[Tang et al., 2017] Motor imagery bi-

nary

FFT Convolutional 86.41±0.77

[Tibor et al., 2017] Motor imagery 4

classes

- Convolutional 92.4

[Wang et al., 2017] Imagined speech 3

classes

CSP Convolutional 97.9

[Zhang et al., 2017] Motor imagery bi-

nary

STFT Convolutional 92.73

[Kumar et al., 2017] Motor imagery 3

classes

CSP DBN Auto-encoders ∼88

[Shen et al., 2017] Motor imagery bi-

nary + Mental task

- Convolutional / Recurrent 68.51

[Tabar, 2017] Motor imagery bi-

nary

STFT Convolutional / Auto-encoders 90

[Tayeb et al., 2019] Motor imagery bi-

nary

STFT Convolutional / Recurrent 92.8±1.69

[Zhang et al., 2019] Motor imagery bi-

nary

WPD Convolutional 78.2
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Most previous studies agree that a frequency domain transform of the data provides

better discrimination performance when combined with deep learning approaches. Once

the data are transformed into a bi-dimensional or three-dimensional set, convolutional ap-

proaches are proposed, and the underlying idea is to reduce the data size while increasing

the feature extraction for deeper layers. Other approaches take advantage of signal tempo-

ral features by applying segmentation and using recurrent networks. Both, frequency and

temporal features are well studied in such studies; nevertheless, the spatial dimension is

neglected in the analysis. Few studies have considered this approach for feature analysis.

3.5 Transfer/Incremental learning

Incremental transfer learning has been proposed over different machine learning approaches.

In [Gepperth and Hammer, 2016] different incremental learning approaches were defined:

• Support vector machines and generalized linear models

• Connectionist models

• Explicit partitioning approaches

• Ensemble methods

• Prototype based methods

Incremental learning has been widely developed for connectionist models such as

neural networks. In [Li and Hoiem, 2018], some approaches were grouped into cate-

gories, the three most representative of which are Fine-tuning, Feature extraction and Joint

Training. In this study, a new approach called Learning without Forgetting was proposed,

which can be considered in the feature extraction category.

In [Polikar et al., 2001], one of the former algorithms for incremental learning neu-

ral networks was proposed. It is based on an ensemble of simple neural networks (NNs).

However, a classifier can also be used in the ensemble.
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Image analysis is an incremental learning primary field. [Bart and Ullman, 2005]

presented an approach based on images patches and the classes were represented by a bag

of features. These patches were correlated with the images to search for similarities con-

sidering the spatial location and likelihood ratio. It is necessary to define novel fragments

when a new class arrives.

Hierarchical incremental networks are a viable solution for incremental learning, in

[Xiao et al., 2014] a hierarchical model in combination with neural networks was shown.

The main idea is to group the classes into super-classes that can be split when new data

are fed. A specific classifier is trained for each superclass. The main drawback is defining

a similarity measure to merge or split super-classes. In [Roy et al., 2020], super-class net-

works were grown as trees when new classes were fed. The super-class network evaluates

the inputs and determines which sub-class of the network corresponds to. Subsequently,

a branch network performs a sharp classification. In [Sarwar et al., 2020], a tree approach

was proposed, in this case, the branches correspond to old and new data, and share a base

network. The new branches are trained independently and added to the old branches to

update the network.

Prototype-based incremental learning was presented in [Rebuffi et al., 2017], the

main drawback of which is the use of exemplar images as well as class prototypes. Nev-

ertheless, it sets the basis for further studies, such as [Cheng et al., 2019], in which the

last layer of a neural network is transformed into a Nearest Class Mean (NCM) classifier,

which is a special case of k-Nearest Neighbors. This layer can add a new class by creating

the mean of new classes. Finally, classification was performed using a probability softmax

function that assigned the input vector to the closest mean.

In [Ye and Zhu, 2019], there is an interest for implementing a function that reduces

the intra-class and increases the inter-class distance of the network outputs. Using these

improved distances, an SVM-based classifier was applied to the old and new classes.

Following the previous idea, the outputs of any neural network can be used as features for
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other machine learning methods. In [Hasan and Roy-Chowdhury, 2014], an ensemble of

SVM classifiers was proposed based on the previous study.

The use of pre-trained neural network models for new tasks resulted in a term called

knowledge distillation, in which the information of a cumbersome network is transferred

to a lighter network. [Zhang et al., 2020] improved the distillation for incremental learn-

ing. However, this proposal requires auxiliary data in the training step, also known as

exemplar data from the old classes.

In [Hao et al., 2019], the information obtained from old classes is retained by a

teacher network and it is distilled to a student network that learns the new incremental

classes using only information of these new classes. In addition, the use of a prototype-

based classifier was proposed to retain the information of old classes.

In some cases, only are a small number of instances of the new class is available,

[Tao et al., 2020] named this approach “Few shot Incremental Learning”, and established

that knowledge distillation presents some issues to address this approach as the class im-

balance and the performance trade-off across new and old classes. The use of pre-trained

neural network models for new tasks resulted in a term called knowledge distillation,

in which the information of a cumbersome network is transferred to a lighter network.

[Zhang et al., 2020] improved the distillation for incremental learning. However, this pro-

posal requires auxiliary data in the training step, also known as exemplar data from old

classes.

In [Hao et al., 2019], the information obtained from old classes is retained by a

teacher network and it is distilled to a student network that learns the new incremental

classes using only information of these new classes. In addition, the use of a prototype-

based classifier was proposed to retain the information of old classes.

In [Masana et al., 2020], different incremental approaches were tested and com-

pared, and it was concluded that exemplar-based methods cannot compete with exemplar-

free methods. Moreover, network architecture results may vary depending on the case
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of the study. Nevertheless, in most of the results, the incremental models only mitigate

forgetting instead of increasing or even maintaining the performance. Good results were

obtained with small domain shifts with a large number of samples.

3.6 Transfer/Incremental learning in BCIs

Due to the variability in brain signals across subjects, or sessions for the same subject

[Morioka et al., 2015], transfer learning provides an area of opportunity for BCIs. Most

transfer approaches are based on Common Spatial Patterns (CSPs), assuming that a set of

invariant filters exists across sessions or subjects [Jayaram et al., 2016].

A different approach on CSP [Kang et al., 2009], proposed a combination of the

CSP covariance matrices of different subjects for binary motor imagery classification.

Emphasis on similar subjects was proposed by measuring the divergence between data

distributions.

The work presented in [Wu et al., 2014] merged transfer learning with active learn-

ing to classify visually evoked potentials in EEGs. Active learning allows for the selection

of the most relevant data. However, estimating the most informative data required addi-

tional processing.

The resting state of the brain is analyzed by [Morioka et al., 2015] assuming that it

reflects the subject-specific nature of brain activity. Thus, the resting state of a subject was

used to calibrate a previously learned model.

A deeper analysis of the signal was performed in [Wronkiewicz et al., 2015] for sub-

ject transfer learning, in this work the T1-weighted Magnetic Resonance Imaging (MRI)

is considered in addition to EEG recordings. The underlying idea is that training a model

using anatomical data from MRI may compensate for the variability in electrode position-

ing and head morphology, which may improve transfer learning.
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In [Panagopoulos, 2017], in addition to transfer learning, the use of a low cost and

user-friendly EEG device was proposed. Moreover, the feature extraction methods were

based on frequency band extraction and raw signal analysis was performed.

There is an area of interest in the search of common brain activity patterns across

subjects. Nevertheless, some approaches do not assume that a similar pattern exists be-

tween subjects. This is the case in [Dalhoumi et al., 2014], where a classifier was built for

each subject and the transfer was performed by adjusting these classifiers for a new user.

In [Tu and Sun, 2012], a spatial filter bank generation per subject was proposed,

such filters are assembled following selection criteria for motor imagery classification.

The subject transfer was performed by selecting filter training sets of subjects whose fea-

tures were similar to those of the target user. A drawback of using this method is the

definition of relevant features for different subjects.

Table 3.6 summarizes relevant studies that aimed to transfer learning applied to a

BCI system.
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Table 3.6: Transfer learning in BCIs

Work Transferring Features Task

[Kang et al., 2009] Subject CSP covariance Binary motor imagery

[Tu and Sun, 2012] Subject Spatial filter banks Binary motor imagery

[Wu et al., 2014] Subject Raw magnitudes Binary visually evoked poten-

tials

[Dalhoumi et al., 2014] Subject CSP Multi-task motor imagery

[Lotte, 2015] Subject CSP / LDA Motor imagery / Workload /

Mental imagery

[Wronkiewicz et al., 2015] Subject Spatial normalization Auditory attentional switching

[Morioka et al., 2015] Subject CSP dictionaries Visual spatial attention

[Jayaram et al., 2016] Subject / Sessions Spatial-Spectral features Binary motor imagery

[Waytowich et al., 2016] Subject Spectral ensemble / Infor-

mation geometry

Binary visually evoked poten-

tials

[Panagopoulos, 2017] Subject Logistic regression /

Bayesian inference

Multiple cognitive tasks

[He and Wu, 2017] Subject CSP Multi-task motor imagery

[Wei et al., 2018] Subject Power spectrum cluster-

ing

Drowsiness detection

Most transfer approaches in BCIs are oriented toward time suppression for the cal-

ibration of new subjects, i.e. transferring a model without requiring data from the new

subject. Two categories were presented by [Lotte, 2015], Pooled design, which optimizes

a single model on the combined data of multiple users. Ensemble design, in which a

model is optimized for each user and combined afterward.

In this work, by using transfer learning, the possibility to extend a generated imag-

ined speech model to new imagined words is proposed, this can be seen as an inter-subject

transfer learning task. BCI transfer is commonly focused on intra-subject variability be-

cause it is not possible to add many motor imagery commands. Imagined speech may

allow a model increase for one subject by including a wider context vocabulary of BCI
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commands.

3.7 Discussion

Research on overt and imagined speech has found that despite the language region of the

brain (Wernicke’s area) shows high activation, many regions of the brain are activated dur-

ing speech tasks. Based on this premise, the proposed analysis of EEG signals considers

the use of all the available channels in existing databases to obtain as much information

as possible.

Some imagined speech approaches are focused on the identification of vowels and

syllables. Although the signal analysis of these approaches has high discrimination per-

formance, its main drawback is the limitation of the available vocabulary. The intuitive

extension of vowels and syllables is the use of words, this can take advantage of the vo-

cabulary context. However, this approach required a higher level of feature analysis.

One advantage of dictionary learning approaches is their ability to generate a dic-

tionary that contains a set of the most representative features of the signals. Note that the

dictionary depends on a previous feature extraction. Most previous studies have trans-

formed multi-dimensional data and lost the relations among such dimensions. In this

study, two approaches are explored: multivariate decomposition and deep learning.

In this work, the advantages of dictionary learning and multivariate decomposition

will be combined in order to solve two aims, to achieve good discrimination of imagined

speech and to improve the extension of a learned vocabulary. The last approach is transfer

learning, which is an open problem in the BCI analysis. BCIs are particularly interested

in transferring information between subjects, which involves the adaptation of a model to

new subjects. Nevertheless, in this study, a different transfer is proposed: the inclusion of

a new word in a previously generated model.
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Chapter 4

Dictionary learning and Deep

learning comparison for

imagined speech classification

The objective of this chapter is to compare two different methods, dictionary learning

and deep learning, for imagined speech classification. By comparing their advantages,

limitations and performances, one of these methods was adapted to include an incremental

learning scheme for imagined speech.

Dictionary learning was chosen for this experiment due to its ability to obtain a set

of atoms that represent signals which can lead to the interpretation of brain signals related

to each imagined word. On the other hand, the deep learning approach was chosen for

this experiment because to its capability of automatic feature extraction, which enhances

classification with less pre-processing of the signal. Another difference is related to data

processing: neural networks apply feature extraction across the architecture, whereas dic-

tionary learning requires previous feature extraction of the signal.
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Moreover, the implementation and computational details are considered in the dis-

cussion for wider comparison. The method that presents better advantages in classifying

imagined speech can be further improved by adding new words using an incremental

learning approach.

4.1 Datasets

Each dataset used in subsequent experiments had different features and acquisition pro-

tocols, as described in this section. Thus, the proposed method was tested under differ-

ent conditions. During the work of this thesis, a new dataset for imagined speech was

recorded. A novelty in this dataset is that the brain signal was recorded with EEG and

fNIRS devices. In addition, overt speech recordings were also included.

1. The first dataset is obtained from [Torres-Garcı́a et al., 2016]. The EEG of twenty-

seven native Spanish speaking subjects was recorded from 14 channels at a 128 Hz

sample rate. The data consists of five imagined speech Spanish words “Arriba”,

“Abajo”, “Izquierda”, “Derecha”, “Seleccionar” (translated in English as “Up”,

“Down”, “Left”, “Right”, “Select”), repeated thirty three times each one, with a

rest period between repetitions. The recordings were performed in a controlled en-

vironment without any sound or visual noise. However, in the acquisition protocol,

words were presented sequentially.

2. The second dataset is presented in [Nguyen et al., 2017] two approaches are pre-

sented, three short words (“In”, “Out, “Up”) and two long words (“Cooperate”,

“Independent”). For each task, six subjects were recorded with one-hundred trials

per word. These signals were recorded using a BrainProducts ActiCHamp with 64

channels at 1000 Hz. The data were also pre-processed using a band-pass filter be-

tween 8 and 70 Hz, a notch filter at 60 Hz and an electro-oculogram artifact removal

algorithm.
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3. Finally, a dataset was acquired for this work using a g.HiAmp EEG recorder with

31 channels at a 256 Hz sample rate. Six healthy subjects were recorded imagin-

ing three Spanish words, “Arriba”, “Abajo”, “Seleccionar”, (translated in English as

“Up”, “Down”,“ Select”). The protocol included a small training phase that used

five words to ensure that participants were adequate for the task. The words ap-

peared randomly on the screen for 1.5 seconds, in which the subject had to imagine

such a word once. Between each word, a rest period of 0.5 seconds is available, in

which the screen was turned black.

4.2 Dictionary learning analysis

The proposed method is illustrated in Fig. 4.1, this process is applied to each epoch,

i.e. repetition, of the imagined words per subject. The EEG signals are converted to the

frequency domain, and later, PARAFAC analysis is applied to obtain a set of components

that will be used as inputs for dictionary generation and further classification.
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Figure 4.1: Feature extraction for one epoch.

A Continuous Wavelet Transform (CWT) was applied to each epoch of a subject

to generate a three-dimensional tensor. PARAFAC analysis was then applied and the ob-

tained components were ordered and labeled to the corresponding imagined word. The

components are concatenated by mode, resulting in an element-wise correspondence. This

process was repeated for each epoch. Finally, a clustering method is applied to the com-

ponents to obtain representative prototypes of the data. These prototypes were used to

represent the original set of components as a histogram.

A classification was then applied using the extracted components in U . For each

mode of the tensor, n× p vectors u(n)k were extracted and concatenated into a matrix As,Ci,e

(one matrix for each subject s, class Ci, and epoch e). The components are generated while

preserving the information on the relationships between the different modes.
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As,Ci,e =


u(1)1 u(1)2 . . . u(1)p

u(2)1 u(2)2 . . . u(2)p
...

... . . . ...

u(n)1 u(n)2 · · · u(n)p



Each factor u(n)k is a vector with the form

u(n)k =


u(n)k (I1)

u(n)k (I2)
...

u(n)k (Im)



Where Im denotes the elements of the component vector in mode n.

Subsequently, for each subject, the epoch matrices As,Ci,e corresponding to the same

class Ci were concatenated to apply the k-means clustering algorithm. This procedure was

repeated for all classes. Once each class has an associated cluster, they are concatenated

to achieve a global representation Ds of the signals for the s subject.

The next step is to analyze the elements of every matrix As,Ci,e and use the Euclidean

distance to find and replace each row with the closest prototype in the global representation

Ds. This process transforms the matrix A into a sequence of elements Ds. This sequence

of elements is later transformed into a histogram associated with class Ci and becomes a

classification instance. Histogram generation converts each epoch e of the matrix As,Ci,e,

into a single histogram. Finally, a linear classifier was applied to the set of histograms

for each subject. The classifiers were evaluated using a 10-fold cross-validation strategy.

This process is summarized in Fig. 4.2.
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Figure 4.2: Classification setup for one subject.

4.3 Deep learning analysis

Different neural network architectures have been developed over the years. Despite the

existence of networks created for specific tasks, a standard for their use has not yet been

established. Thus, the objective of the following experiments was to test different architec-

tures that presented good results for brain signal analysis and BCIs. Another consideration

was to keep the network architecture as simple as possible to reduce computational costs.

4.3.1 Bi-dimensional approach

In Fig. 4.3 a bi-dimensional approach of the signal is presented. Frequency feature ex-

traction was applied to EEG signals, i.e., Continuous Wavelet Transform. The extracted

features from each channel were concatenated into a single matrix (bi-dimensional ten-
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sor). Then, convolution in the time dimension was applied for each frequency band to

highlight the features and reduce the data length. Subsequently, a fully connected layer

is applied, and finally, a soft-max layer predicts the classes. This simple neural network

approach provides a baseline for comparing the following proposals.

Figure 4.3: Deep learning flowchart

4.3.2 Convolutional network

A frequency domain transform, i.e., Continuous Wavelet Transform, is applied to each

channel and a three-dimensional tensor is created by concatenating them into a third di-

mension. This tensor is processed by a bi-dimensional convolution as shown in Fig. 4.4. It

is expected that a bi-dimensional convolution that considers the events of every channel in

each time sample and frequency band will be able to extract more relevant features to dis-

criminate imagined speech. The obtained features were later reduced by a max pool layer

and then fed into a fully connected layer. Finally, a soft-max layer predicts the classes.

Figure 4.4: Convolutional deep learning flowchart
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4.3.3 Long-Short Term Memory network

Considering that EEG signals are naturally represented in the time dimension, the fol-

lowing approach applied a time segmentation to the signal. The first consideration was

to create independent processes for each EEG channel. Then, for each channel, the fre-

quency bands segmented over time were fed into an LSTM layer. Subsequently, the results

were fed into a fully connected layer to predict the classes with a soft-max layer, as shown

in Fig. 4.5.

Figure 4.5: Convolutional deep learning flowchart

4.3.4 Convolutional Long-Short Term Memory network

The following approach considers independent processes for each channel. This is an

improvement over the previous approach because it includes the convolution of frequency

bands in the time dimension. Time segmentation was performed over the signal to feed

it into an LSTM layer. This produces a combination of convolutional and LSTM layers.

Later on, a fully connected layer is fed, and predictions are made using a soft-max layer,

as shown in Fig. 4.6.
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Figure 4.6: Convolutional deep learning flowchart

4.4 Results

The results section is divided into two subsections. First, the results for different proposed

architectures are presented. The latter compares dictionary learning and deep learning

methods.

4.4.1 Network architectures and parameters

The first experiments for neural networks were aimed at testing different inputs of the

signal with the previous feature extraction. In Fig. 4.7, the comparison of different

feature extractions of the EEG signal over a convolutional neural network is presented.

The different architectures were compared in terms of their accuracy for subjects of the

[Torres-Garcı́a et al., 2016] dataset. The results presented below are the average values

for all subjects.
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Figure 4.7: Feature extraction comparison

The results for the different network architectures are shown in Fig. 4.8. This

comparison was performed to determine the best architecture for fitting data. These results

represent the average accuracies of subjects from the [Torres-Garcı́a et al., 2016] dataset.

Figure 4.8: Neural network architectures comparison

4.4.2 Dictionary learning and Deep learning

Although different network architectures have shown similar results, the following exper-

iments were performed using a bi-dimensional convolution network, which is adequate

for processing multidimensional EEG data. Finally, the baseline results were compared
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with those of the proposed approaches. The following results were obtained by repeating

the procedure five times for each subject, and the average results are presented.

In Fig. 4.9, results from [Torres-Garcı́a et al., 2016] dataset are presented, in color

blue the deep learning architecture, in orange the dictionary learning and the baseline re-

sults in gray. It is an average accuracy of 53.21± 9.9 using deep learning and 61.42±

15.76 using dictionaries, compared with the baseline of 70.11± 15.78 from the results

in [Torres-Garcı́a et al., 2016]. The original dataset was obtained from 27 subjects, of

which 3 were removed due to technical problems during acquisition. An ANOVA statis-

tical analysis of the deep learning and dictionary learning results showed a difference of

F [1,46] = 4.65, p = 0.036.

Figure 4.9: [Torres-Garcı́a et al., 2016] database, in color blue the deep learning architecture, in orange the

dictionary learning approach and in gray the [Torres-Garcı́a et al., 2016] results.

Fig. 4.10 shows the results obtained in [Nguyen et al., 2017] database. The results

of the deep learning architecture are presented in blue, those of dictionary learning in

orange and those of [Nguyen et al., 2017] in gray. This corresponds to the three short

word analyses of the database. The average accuracies obtained were 46.66±1.82 using

deep learning, 40.27±8 and 50±3.49 using dictionaries. An ANOVA statistical analysis

of the deep learning and dictionary learning results showed that there was no difference

with F [1,10] = 2.57, p = 0.139.
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Figure 4.10: [Nguyen et al., 2017] database, in color blue the deep learning architecture, in orange the

dictionary learning approach and in gray [Nguyen et al., 2017] results.

Fig. 4.11 shows the results obtained in [Nguyen et al., 2017] database correspond-

ing to the two long word analysis of the database. The results of deep learning archi-

tecture are shown in blue, dictionary learning in orange and baseline in gray. In this

case, a Fast Fourier Transform was applied to the data. This yielded average accuracies

of 69.81± 4.12 for the deep learning method and 56.87± 9 for the dictionary learning,

compared with a baseline of 66.18± 4.8 from [Nguyen et al., 2017]. An ANOVA statis-

tical analysis of the deep learning and dictionary learning results showed a difference of

F [1,10] = 10.11, p = 0.0098.
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Figure 4.11: [Nguyen et al., 2017] database, in color blue the deep learning architecture, in orange the

dictionary learning approach and in gray [Nguyen et al., 2017] results.

The [Nguyen et al., 2017] dataset has a hundred recordings for each word and sixty-

four channels, the [Torres-Garcı́a et al., 2016] dataset has thirty-three repetitions for each

word and fourteen channels. This is a huge difference in the available data that could

improve the results obtained by the neural networks. In addition the inherent feature

extraction that the networks provide aid to improve the classification.

4.5 Discussion

The dictionary learning approach was tested with a Continuous Wavelet Transform that

was applied to the data to later apply a Parallel Factor Analysis (PARAFAC) for compo-

nent extraction. Although the dictionaries based on PARAFAC obtained a good represen-

tation performance, the predictions were not promising for the [Torres-Garcı́a et al., 2016]

dataset.

The frequency domain transforms applied to the data affect the recognition perfor-

mance. Continuous Wavelet Transform (CWT), fast Fourier transform (FFT), short-term

Fourier transform (STFT), and discrete wavelet transform (DWT) were applied to the test
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data. In most cases, the best results were obtained by applying CWT and extracting Band

Powers related to brain activity (Low Alpha, High Alpha, Low Beta, High Beta, Gamma,

Delta).

The network architectures provided similar results to the different frequency do-

main transforms, confirming the adaptability of the neural networks to the data inputs.

Nevertheless, it must be considered that some transforms are computationally faster and

allow faster network training. For one of the databases, the deep networks obtained higher

results than the baseline and dictionary methods.

Some disadvantages associated with the use of neural networks include the loss of

interpretability and the increase in the parameters of the model. The decision to continue

exploring neural networks in further experiments was made because of their flexibility for

incremental learning, which is an objective of this study.
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Chapter 5

Proposed incremental learning

networks

Training a BCI is a costly task that requires time and expert knowledge (e.g., device place-

ment, calibration and data recording), and the user requires considerable effort. Hence,

most studies have focused on transferring BCI models from one subject to another. This

study also focused on decreasing end-user stress, with the goal of adapting the existing

user model by adding new classes, i.e., new commands for the BCI. According to our

previous results, deep neural network-based approaches showed good performance for

imagined speech classification1. Moreover, deep neural networks allow for automatic fea-

ture extraction, which facilitates the construction of the final model. This chapter presents

two proposed incremental deep learning models for imagined speech.

The original proposal of this study is a neural network architecture for feature ex-

traction which creates a set of centroids to represent classes. Centroids were employed

1The decision to continue using the deep neural network approach was also supported by the results of

the first experiment using a dictionary-based incremental learning approach. The results of this experiment

can be found in Appendix A.
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for classification purposes; therefore, the distance between the input data and centroids

was the primary parameter used to train the network. Moreover, the proposed architecture

grows to allow the inclusion of new classes. When the data of new classes are added, new

modules of the network are implemented and trained by considering the information of

the original data.

The use of neural networks as feature extractors and centroids has been proposed

previously. The novelty of this study is the implementation of multiple centroids, the

increase in the network architecture to include new classes and the training of the new

architecture considering previous learning.

In this chapter, two incremental learning approaches are proposed. The objective

is to add a new class to an existing model without retraining or storing the original data.

These approaches were based on the results of the experiments conducted in the previous

chapter.

The first approach, named incremental single network, aims to train a neural net-

work using only the original data, the architecture is preserved with no changes when a

new class is added for incremental learning. Section 5.1 presents details of the method,

variations, and results. The second approach, which is presented in detail in Section 5.2,

is a neural network improvement that allows the inclusion of a new word by creating

independent twin networks for new classes.

To compare both approaches, the results from the previous chapter were consid-

ered, the experimental procedures were preserved and signal processing was performed

using Power Spectrum Density (PSD) to obtain the frequency information from the sig-

nal, which was adopted because of its wide use in previous studies [Suwicha et al., 2014,

Gu et al., 2014, Ameri et al., 2015, Ameri et al., 2016, Mo et al., 2017, Wei et al., 2018].

Moreover, the PSD method is based on the FFT, which obtained the best results in the

previous chapter.

The previous results were similar for different network architectures; thus, the sim-
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plest convolutional network was chosen to reduce implementation costs and computation

time, as shown in Fig. 5.1.

Figure 5.1: Convolutional network design

This convolutional network is configured as shown in Table 5.1, and the input size

for the network corresponded to the number of channels in each dataset. The proposed

incremental approaches consider a neural network as a feature extractor; thus, the feature

vectors for incremental learning are the outputs of a fully connected layer.

Table 5.1: Network parameters

Dataset [Torres-Garcı́a et al., 2016] [Nguyen et al., 2017] New dataset

Input (14, 1, 129) (62, 1, 129) (31, 1, 129)

Convolution Kernel size: (1,5), Stride: 1, Filters: 100

MaxPool Kernel size: (1,2)

Fully Connected Layer 1000 neurons

Finally, for every experiment, the following details were considered:

• For each dataset the data of six subjects were used to fit the same number of subjects.

• Each experiment was repeated five times per subject due to the stochastic behavior

of the methods.

• The results are given as the average of the six subjects (five runs for each subject).
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• Data were split in 80% for training and 20% for testing purposes, for original and

new classes

• The complete training set was always employed for old classes.

• The new class was added to the model using a different number of training instances

that started with one and increased by two until the complete training instances were

used.

• The incremental approach was tested with the test partition (20% of datasets).

5.1 Incremental single network

The incremental single network approach uses a neural network architecture as a feature

extractor and preserves the structure with no changes as new classes are added. This pro-

posal does not increase the computational cost of adding new words because the network

is not trained for the new classes. Furthermore, classification is performed by process-

ing the network outputs as feature vectors. Two classification schemes were tested and

compared in terms of overall classification accuracy and the added class performance.

5.1.1 Centroid-based incremental network

This method similar to the algorithm proposed in [Cheng et al., 2019], including the con-

volutional implementation shown in Fig. 5.2.
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Figure 5.2: Centroid-based incremental network, back-propagation adjust in color grey.

The training data were fed through the network, and in the last layer, a mean cen-

troid for each class is generated using the network outputs. Then, for each instance of

the training data, the euclidean distance to each centroid was measured to compute the

prediction error. From the obtained error, a loss value was computed and back-propagated

to fit the network.

Later on, for each test instance, the distance to every class mean is computed. The

instance is then labeled as the class of the closest mean.

For the incremental step, instances of the new class are fed, the network does not

retrain the parameters and generates a new centroid for the new class. It is expected

that the new class centroid will be sufficiently different from the others, as confirmed by

performing the test using data from the original and new classes.

Due to the classification based on a distance measure to one centroid being quite

simple, most of the performance relies on the network training. Thus, the next proposed

method will consider increasing the pattern recognition of network outputs.
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5.1.2 kNN-based incremental network

For this approach, the training data were fed through a convolutional network and the

outputs were employed as features for classification. In this case, the network outputs are

used as feature vectors for a kNN classifier. This classification does not require training,

the instances are transformed into objects over a space, and are related to each other only

by their euclidean distances, as shown in Fig. 5.3.

Figure 5.3: kNN-based incremental network, back-propagation adjust in color grey.

Subsequently, for testing purposes, the instances were fed into the network and the

kNN method was applied to measure the distances of the output vectors over the set of

training output vectors. It is expected that this approach obtains more information than

the centroid approach due to the use of all the samples.

In the incremental step, when instances of the new class are fed into the network

(without retraining the network) the outputs obtained are added to the search space with

their corresponding label and the test is performed using the kNN method.

The main disadvantage of this proposal is that the features of every instance of the
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training data need to be stored for classification. This is a disadvantage compared with the

previous approach, in which only one element for each class is required, that is, the mean

centroid.

5.1.3 Incremental single network results

The following results were obtained for two datasets. For the [Torres-Garcı́a et al., 2016]

dataset, the new class accuracy increased faster when the centroid approach was consid-

ered. The kNN method starts with high total accuracy; however, the incremental class

does not increase rapidly when more instances were added, and the total accuracy shows

a slight decrease, as shown in Fig. 5.4.

(a) Centroid-based incremental network (b) kNN-based incremental network

Figure 5.4: Results for [Torres-Garcı́a et al., 2016] dataset

For [Nguyen et al., 2017] dataset, the kNN approach exhibited a decrease in the

performance of the original classes as more instances of the new class were added to the

model. The centroid method exhibited a slow increase in new class accuracy, as shown in

Fig. 5.5.
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(a) Centroid-based incremental network (b) kNN-based incremental network

Figure 5.5: Results for [Nguyen et al., 2017] dataset

The incremental results obtained using the kNN-based incremental network for both

datasets presented lower accuracy than the centroid method.

In general, the behavior of this approach could indicate that using this architecture,

the network outputs themselves are not well-distributed features. Thus, processing these

outputs is required to increase pattern recognition. This assumption was explored in the

following experiments.

5.2 Incremental twin network

Considering the results of previous approach, it was decided to improve the mean centroid

network by implementing the following proposals. The inclusion of multiple class cen-

troids, the use of independent networks for old and new classes, and classification based

on multiple distance matrices.

First, the network is trained for the original classes. The outputs were used as feature

vectors, which were converted into centroids using k-means clustering. Thus, the number

of clusters per class can be greater than one, this can be seen as a general case of the

previous network, as shown in Fig. 5.6.
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Figure 5.6: Non-incremental training and test step

The loss function is based on a standard function for clustering methods that aims to

increase the distance of centroids of different classes and reduce the distance of centroids

of the same class. A novel adaptation was implemented to consider that multiple centroids

could be calculated for each class. The training instances were fed through the network

to generate the centroids. Then, for each instance, the distance function d computes the

closest centroid C to assign a class, as shown in Eq. 5.1.

L =−
n

∑
i=1

log
−ed(vi,min(ck))

1
K ∑

K
m=1−ed(vi,cm)

(5.1)

Where d is the distance function, n are the instances, K is the number of classes, C

are the class centroids and V are the feature vectors of the instances.

For testing the performance, test data follows the same approach, it is fed through

the network and labeled according to the closest centroid. Once the network was trained

with the original classes, a new class could be added. To achieve this, a new network is

created and trained without disturbing or retraining the old network, as shown in Fig. 5.7.
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Figure 5.7: Incremental training step

The centroids of the old network are considered in the distance function to compute

the loss function of the new network. This is similar to the Knowledge Distillation. How-

ever, in the proposed approach, the original network is similar in size to the new network.

Finally, to test the performance of the model with the new class, the test data (in-

stances of both the original classes and the new class) are fed through both networks and

the distances to the centroids are saved into a distance matrix (see Fig. 5.8).
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Figure 5.8: Incremental test step

Thus, two distance matrices are obtained, for the classification step, both matrices

are compared and the lower values are preserved into a final distance matrix that will label

test instances.

The complete method is presented in Algorithm 1. Where O TrainData and O TestData

refer to the non-incremental dataset. I TrainData and I TestData are the incremental

datasets. O Labels and I Labels denote the corresponding labels. CO and CI are the non-

incremental and incremental classes respectively.

65



Algorithm 1 Incremental network
Input: O TrainData, O TestData, I TrainData, I TestData, O Labels, I Labels, CO, CI

Output: y

1: Net1← Initialize . Netwwork Training

2: for E poch = 1 To 50 do

3: X ← Feed Net1 with O TrainData

4: for all Class In CO do

5: K← kMeans(X [Class]) . Number of clusters in kMeans is set to 3

6: end for

7: for Batch = 1 To 40 do

8: X ← Feed Net1 with O TrainData[Batch]

9: D← distance(K,X) . See Algorithm 2

10: Loss← `(D) . See Eq. 5.1

11: Net1← Backpropagation(Net1,Loss)

12: end for

13: end for

14: X ← feed with O TrainData . Network testing

15: D← distance(K,X) . See Algorithm 2

16: y← evaluate(D,O Labels) . See Algorithm 3

17: Net2← Initialize . Incremental Network Training

18: for E poch = 1 To 100 do

19: X ← feed Net2 with I TrainData

20: for all Class In CI do

21: K← kMeans(X [Class]) . K contains previous centroids and the new

22: end for

23: for Batch = 1 To 40 do

24: X ← feed Net2 with I TrainData[Batch]

25: D← distance(K,X) . See Algorithm 2

26: Loss← `(D) . See Eq. 5.1

27: Net2← Backpropagation(Net2,Loss)

28: end for

29: end for

30: X1← feed Net1 with O TestData . Incremental Network Testing

31: X2← feed Net1 with I TestData

32: D1← distance(K, [X1,X2]) . See Algorithm 2

33: X1← feed Net2 with O TestData

34: X2← feed Net2 with I TestData

35: D2← distance(K, [X1,X2]) . See Algorithm 2

36: for all Column In (D1 Or D2) do

37: for Row = 1 To lenght(K) do

38: D f ← min(D1[Column,Row],D2[Column,Row])

39: end for

40: end for

41: y← evaluate(D f , [O Labels, I Labels]) . See Algorithm 3

Algorithm 2 presents the distance function used to generate distance matrices. Where

X are the network outputs and K is the set of k-means centroids of all classes. The cosine

distance was chosen because of the dimensionality of the data.
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Algorithm 2 function distance(K,X)
Input: K, X

Output: D

1: for all Element In X do

2: for all Centroid In K do

3: D[Element,Centroid]← cosine distance(Element,Centroid)

4: end for

5: end for

Algorithm 3 was developed to evaluate the calculated distances. Where D is a dis-

tance matrix in which the columns contain the instances of the test data, the rows contain

the centroids, and Labels denotes the true class of the instances.

Algorithm 3 function evaluate(D,Labels)
Input: D, Labels

Output: y

1: for all Column In D do

2: X ← min(D[Column, :])

3: if X = Label[Column, :] then

4: y← y+1

5: end if

6: end for

7: y← y/length(Labels)

5.2.1 Incremental twin network results

Using the method described in the previous section, the following results were obtained.

In Fig. 5.9, 5.10 and 5.11 the results for the three datasets are presented. As mentioned

before, the results for each dataset are the average from 6 classifiers, one for each subject.

In addition, the experiment were repeated 5 times for each subject. The figures show the

behavior of all the classes, the incremental class, i.e., Class 1, highlighted in continuous

yellow and the total accuracy in continuous blue. Instances of the new class were progres-

sively added to the model to observe the trade-off between the number of instances and

the accuracy.
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(a) 1 centroid (b) 3 centroids

Figure 5.9: Incremental twin network results in [Torres-Garcı́a et al., 2016] dataset, color blue line repre-

sents the total accuracy, color yellow line represents the incremental class accuracy

(a) 1 centroid (b) 3 centroids

Figure 5.10: Incremental twin network results in [Nguyen et al., 2017] dataset, color blue line represents

the total accuracy, color yellow line represents the incremental class accuracy

(a) 1 centroid (b) 3 centroids

Figure 5.11: Incremental twin network results in new dataset, color blue line represents the total accuracy,

color yellow line represents the incremental class accuracy
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From these results, it can be observed that the change in the number of centroids

has an impact on the total accuracy as well as on incremental class accuracy. In some

cases the use of 3 centroids increased the total accuracy. In addition, the use of 1 centroid

improved the incremental learning by obtaining higher accuracies using few classes. This

trade-off of total accuracy and a faster incremental learning may rely in the differences of

the dataset, i.e., channels number, acquisition protocols, sample rate.

5.3 Comparative results of the proposed approaches

Table 5.2 compares the results obtained with the two methods used in the single incremen-

tal network approach: kNN-based method and mean centroid method. For this purpose,

the average accuracy for each increment in the new class was calculated. It was divided

to show the total average accuracy and the incremental class average accuracy for each

method. The total average accuracy results obtained for the [Torres-Garcı́a et al., 2016]

dataset using the centroid method were 61.86± 3.36 and for the kNN method, it was

59.14± 0.84. There was no statistical difference, both methods have a similar behavior,

i.e., there was no significant loss in total accuracy when a new class was added. For the

[Nguyen et al., 2017] dataset, the total accuracy was 43.56±0.67 for the centroid method

and 37.68±1.7 for the kNN method. In this case, the first method obtained the best total

accuracy, whereas the second method showed an increase in incremental accuracy and the

old classes showed a decrease, indicating catastrophic forgetting.

For both datasets an ANOVA analysis showed a significant difference: p = 0.0093

for [Torres-Garcı́a et al., 2016] and p = 7.5163e−33 for [Nguyen et al., 2017]. For in-

cremental learning the analysis showed p = 0.3451 for [Torres-Garcı́a et al., 2016] and

p = 4.9588e−28 for [Nguyen et al., 2017].

In the [Torres-Garcı́a et al., 2016] dataset, the centroid method exhibited a faster in-

crease of accuracy in the new class than the kNN method (see Fig. 5.9). More importantly,
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there was no decrease in the original classes while more instances of the new class were

added. For the [Nguyen et al., 2017] dataset, the centroid method exhibited a slower in-

crease than the kNN method. Nevertheless, the original classes showed a rapid decrease

with the kNN method (see Fig. 5.10).

Table 5.2: Incremental single network total accuracy results.

Dataset
Centroid method kNN method

Total Incremental Total Incremental

[Torres-Garcı́a et al., 2016] 61.86±3.36 40.23±18.06 59.14±0.84 34.66±10.43

[Nguyen et al., 2017] 43.56±0.67 15.39±8.02 37.68±1.7 58.4±13.79

The next approach aims to improve the results obtained by using a centroid based

incremental network. The proposed improvements were the use of multiple centroids,

independent networks for the incremental approach and the adaptation of distance com-

puting to the centroids. As shown in Table 5.3, the [Torres-Garcı́a et al., 2016] dataset

obtained an accuracy of 58.89± 2.4 using one centroid and 59.02± 2.7 using three cen-

troids, and there was no statistical difference in this case. The accuracies obtained in the

[Nguyen et al., 2017] dataset were 41.43± 0.9 and 36.91± 0.59 for three and one cen-

troids, respectively, indicating a better performance using three centroids. Finally, for the

new dataset, an accuracy of 42.64±0.81 was obtained for three centroids, and 41.97±1

for one centroid, there was no statistical difference.

ANOVA for total accuracy obtained: p = 0.5221 for [Torres-Garcı́a et al., 2016]

dataset, p = 0.12103e−18 for [Nguyen et al., 2017] dataset and p = 0.0363 for the new

dataset. And respectively, the test for incremental class accuracy obtained: p = 12.09,

p = 0.6041 and p = 0.1432. The incremental learning accuracies of the three datasets

did not show statistical differences, but some cases showed a faster increase using fewer

instances, e.g., according to Fig. 5.11 for one centroid fewer instances of the new class

were needed to reach the total accuracy in the new dataset.
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Table 5.3: Incremental twin network total accuracy results.

Dataset
1 centroid 3 centroids

Total Incremental Total Incremental

[Torres-Garcı́a et al., 2016] 59.02±2.78 55.38±20.49 58.89±2.4 49.29±17.21

[Nguyen et al., 2017] 36.91±0.59 26.91±12.52 41.43±0.9 30.57±13.63

New dataset 42.64±0.81 31.92±11.19 41.97±1 28.22±12.53

Because the centroid based network showed a better performance than the kNN

based network, it is expected that the proposed incremental twin network will improve the

performance of the method. This was confirmed because the incremental twin network

showed high total accuracy and a faster increase in incremental class accuracy. The in-

crease in the incremental class accuracy using a few instances is advantageous for BCIs

because it can reduce the time required for training.

5.4 Comparative results with previous work

Although there are many incremental learning approaches for image classification, they

are usually oriented towards increasing the number of classes with a large number of in-

stances. Therefore, proposed method was compared with a similar method which was

applied to a different task. This provides experimental evidence of the competitive perfor-

mance of incremental learning when applied to small dataset scenarios.

The obtained results were compared with the proposal of [Cheng et al., 2019], where

a similar incremental approach was presented for odor classification. Despite the use of a

different task, the method is oriented to a scenario similar to that proposed in this study,

in which few classes are added to a neural network approach.

The results for [Torres-Garcı́a et al., 2016] dataset are shown in Fig. 5.12.
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Figure 5.12: [Torres-Garcı́a et al., 2016] dataset. The results of the proposed method are in color blue for

the total accuracy and the incremental class accuracy in color orange. For the [Cheng et al., 2019] method,

the total accuracy is presented in color gray and the incremental class accuracy in color yellow.

The results for the [Nguyen et al., 2017] dataset are shown in Fig. 5.13.

Figure 5.13: [Nguyen et al., 2017] dataset. The results of the proposed method are in color blue for the

total accuracy and the incremental class accuracy in color orange. For the [Cheng et al., 2019] method, the

total accuracy is presented in color gray and the incremental class accuracy in color yellow.

The results for the new dataset are presented in Fig. 5.14.
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Figure 5.14: New dataset. The results of the proposed method are in color blue for the total accuracy and

the incremental class accuracy in color orange. For the [Cheng et al., 2019] method, the total accuracy is

presented in color gray and the incremental class accuracy in color yellow.

The comparative results with the [Cheng et al., 2019] approach show that both meth-

ods have a similar stable total accuracy performance for all datasets. Nevertheless, the

incremental accuracy results for class 1 showed a notable difference, see Table 5.4. In all

the cases the incremental accuracy is higher using the proposed method, and it increased

using fewer instances.

ANOVA for total accuracy obtained: p = 0.9530 for [Torres-Garcı́a et al., 2016]

dataset, p = 0.0043 for [Nguyen et al., 2017] dataset and p = 0.7582 for the new dataset.

Respectively, the test for incremental class accuracy showed: p = 0.0047, p = 1.2958e−07

and p = 0.0021.

Table 5.4: Comparative total accuracy results.

Dataset
Proposed method Baseline method

Total Incremental Total Incremental

[Torres-Garcı́a et al., 2016] 61.7±3.16 58.84±20.91 61.45±3.51 36.8±17.5

[Nguyen et al., 2017] 43.96±1.18 33.48±15.97 43.06±0.53 8.23±5.23

New dataset 41.08±1.3 31.73±11.26 41.19±0.84 21.37±7.73
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Both approaches maintain a total accuracy that does not decay for any number of

instances of the new class, i.e., there is no catastrophic forgetting. Nevertheless, the com-

parison showed two improvements in the proposed incremental approach concerning the

previous work. The incremental class achieved a stable accuracy with fewer instances. In

addition, higher accuracy was achieved for the incremental class. These improvements

provide the method with a faster adaptation of the new class using fewer instances while

maintaining the total accuracy.
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Chapter 6

Conclusions and future work

The present study aimed to recognize imagined speech using EEG and increase the vo-

cabulary of the recognized words. To achieve this, different methods have been proposed

to find a good compromise between classification and incremental learning of imagined

speech. In Chapter 4, the recognition of imagined speech is analyzed and two methods are

proposed: dictionary learning and neural networks. The dictionary approach provides a

better interpretation of the signals; however, feature extraction must be defined precisely.

The advantages of neural networks include automatic feature extraction and flexibility in

modifying their architecture for different purposes. However, these methods lack inter-

pretability. Furthermore, in Chapter 5, incremental learning is analyzed with the objective

of adding a new imagined word to an already trained model. Two approaches were pro-

posed: incremental single networks and incremental twin networks. A single network

aims to add a new word without modifying the network architecture, only the network

outputs. Twin networks extend network architecture to include new classes.
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6.1 Conclusions

For imagined speech recognition, the dictionary approach achieved an accuracy similar

to that of neural networks; however, signal processing and feature extraction must be

defined manually. Neural networks include automatic feature extraction, which aids in the

identification of adaptable models for various subjects and datasets. Another consideration

when choosing neural networks is their flexibility in implementing incremental learning,

which was an objective of this study. Nevertheless, a major issue is catastrophic forgetting,

which is common in these approaches and appears in some of the proposed architectures.

Furthermore, two incremental learning approaches have been proposed: an incre-

mental single network and an incremental twin network. The latter presented better results

because of the proposed modifications: model extension for multiple centroids, comple-

mentary networks for incremental classes, loss function adaptation, and evaluation based

on multiple distance matrices.

The results of incremental twin networks showed a stable total accuracy, and there

was no drop that resembled catastrophic forgetting. For the [Torres-Garcı́a et al., 2016]

dataset, a good relationship exists between the stability and plasticity for every subject.

For the datasets in [Nguyen et al., 2017] and the new dataset, some subjects exhibited a

decrease in accuracy for the old classes, which tended to recover when more instances of

the new class were added. Nevertheless, this decrease did not recover for a few subjects

(see Appendix B).

An explanation for the variations in the behavior of the datasets is that they differ in

the number of channels; [Torres-Garcı́a et al., 2016] has 14 channels, [Nguyen et al., 2017]

has 60 channels, and the new dataset has 31 channels. A small number of channels may

allow a better fit of the network with few parameters. Another consideration is the number

of classes; [Torres-Garcı́a et al., 2016] includes five classes, [Nguyen et al., 2017] and the

new dataset has only three classes. A higher number of old classes may allow robustness
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of the model that is not perturbed by the inclusion of a new class. Another consideration

is that the acquisition protocol was different for each dataset; [Torres-Garcı́a et al., 2013]

allowed the subjects to manually determine when they had finished imagining the words,

[Nguyen et al., 2017] fixed a period in which the subjects could repeat the imagination of

the word several times, and in the new dataset a fixed time was proposed for the subjects

to repeat the word once.

As a final remark, the proposed method achieved good performance in contrast to

other incremental class learning tasks, in particular, incremental learning for images.

A review of various incremental learning methods was presented in [Tao et al., 2020,

Masana et al., 2020], most of which focus on mitigating catastrophic forgetting. These

studies showed that the total accuracy decays as more instances of a new class are added,

which did not occur in the proposed method. It is important to emphasize that these

are different tasks with significant differences. Moreover, these studies used large image

datasets such as CIFAR100, which contains a large number of classes and instances.

The incremental twin network has a better performance for incremental learning

than the method proposed in [Cheng et al., 2019]. The results showed a faster increase in

the accuracy using less instances. This behaviour is desirable for BCI due to the reduction

of time in the data acquisition.

6.2 Future work

In this section, ideas for extending the proposed method are presented. An open problem

in brain signal analysis is the variation in the signals for different subjects. Therefore,

the data available to create a model depends on the data of one subject. The possibil-

ity of using data from multiple users may increase the robustness of models and allow

their extension to new subjects. Moreover, creating a specific model for each subject is

a costly but viable way to increase the recognition rates of models. This implies, for ex-
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ample, changing the parameters of the networks, feature extraction process, or number of

centroids.

Improvements in signal processing can be applied to channel selection. In certain

cases, the use of several channels increases the probability of adding noise or deficient

sensors. Therefore, removing these imperfections could improve the performance of these

methods. This concept can be extended to frequency transformations and the selection of

frequency bands that provide the relevant task information.

The amount of available data may be a significant factor in network performance.

To analyze this behavior, either one of the databases can be augmented, or the other can

be reduced. Data augmentation can be performed by adding data from different subjects.

Moreover, the use of overt speech EEG signals to improve imagined speech recognition

can be explored, which can improve the generation of models and can be extended for

handicapped persons to whom training a model is complicated.

Finally, to implement a complete BCI which include the proposed method will allow

to identify flaws in the model and to propose improvements.
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Appendix A

Incremental dictionary approach

In this appendix, an incremental learning experiment using dictionaries is presented. The

Fig. A.1 represents the general method flowchart, which is based on the work presented

in [Wang et al., 2013b]. This method was applied to all the participants.

Figure A.1: General method flowchart

The previously extracted features were used to generate a codebook using a cluster-

ing method, i.e. k-means, to obtain the most representative features from the data. As in

[Plinge et al., 2014], the clustering method was applied to each class. Then, for each class,

k clusters were obtained and named codewords. Subsequently, the resulting k prototypes
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were concatenated into a single codebook [Lazebnik and Raginsky, 2009].

A drawback of using k-means is that the number of clusters must be defined a priori.

Knowledge of the problem and the data is essential for defining the number of clusters.

Due to the few reported studies on imagined speech analysis, this issue was overcome

by applying a genetic algorithm to determine an appropriate number of clusters based on

classification accuracy [Garcı́a-Salinas et al., 2017]. Clusters were obtained by consider-

ing the classification accuracy as the objective function. Therefore, the mean accuracy for

each subject was used to obtain a unique cluster number. Such experiments obtained a

cluster number k of 250.

These numbers will be fixed for the following experiments. Once the codebook

was generated, the next step was to replace every instance in matrix y that generates the

codebook with one of the k codewords. The result was a sequence of codewords over the

original data. To choose the codeword that replaced each instance, a similarity measure

was applied, i.e., Euclidean distance.

At this step, the original signals became sequences of codewords. The occurrence of

codewords was then counted in each word epoch, for which a convenient representation

was a histogram. The results were a set of histograms, each representing an epoch of

differently imagined words from each subject.

Once the signals were transformed into a set of histograms, the classes, i.e. imag-

ined words, were associated with the corresponding set of histograms which represented

them. Thus, each histogram was considered a classification instance. To analyze these his-

tograms, a Naive Bayes classifier was applied. For this purpose, 75% of the word epochs

were used to generate the codebook and train the classifier, the remaining 25% were re-

served for testing. Moreover, owing to the random properties of k-means clustering, this

method was applied to a 10-cross-fold validation of the partitions.

To test the transfer learning, codebook generation was performed using only four

words from the dataset. Subsequently, instances of the new imagined word were replaced
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using a codebook generated with these previous words. Thus, a set of histograms was gen-

erated from the new word, which was associated with this new class, and finally merged

with the previous class histograms for classifier training.

This set of histograms was used to find patterns able to discriminate the new class

using codewords generated by different imagined words. the aim was to verify whether a

new imagined word could be represented and discriminated using a previously generated

codebook.

The objective of the calibration was to observe the classification performance by

adding different amounts of instances of the new class in the codebook generation. A

model that can discriminate between classes without using the data from a new class is

preferable. Nevertheless, in some cases, small amounts of data are required for model

generation in order to improve the discrimination of a new class.

A.1 Results

First, the baseline result of the method was obtained using the entire vocabulary, i.e. five

words were used in codebook generation, achieving an average accuracy of 65.65±13.39.

In Fig. A.2 a comparison of the proposed representation and [Torres-Garcı́a et al., 2016]

is presented.

The average accuracy when transfer learning was applied to the “up” word was

58.74± 13.39. Moreover, when transfer learning is applied to the “down” word, the av-

erage accuracy was 61.38± 12.47. It should be noted that transfer learning results were

obtained without calibration.

To compare the transfer learning behaviors, a baseline confusion matrix is presented

in Table A.1. The following confusion matrices were generated by averaging the confu-

sion matrices from all subjects, and are presented as global percentages for easy interpre-
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Figure A.2: Accuracy results comparison without transfer learning (proposed method in blue,

[Torres-Garcı́a et al., 2016] in orange)

tation.

Table A.1: Baseline confusion matrix.

Up Down Left Right Select

Up 75.93 9.26 3.21 6.42 5.19

Down 8.89 61.48 7.78 14.57 7.28

Left 2.84 6.91 60.00 15.31 14.94

Right 3.83 12.96 13.33 61.36 8.52

Select 3.83 7.04 13.95 5.68 69.51

The confusion matrix of ”up” word transferring is presented in Table A.2.

Also, in Fig. A.3 the results per subject for the class ”Up” transferring are presented.

In addition, Table A.3 corresponds to the “down” word transferring classification

matrix, which shows a different behavior from that of the transferred class. The accuracy

obtained from “up” word decreases 8.52 in comparison to the baseline. Otherwise, the

“down” word accuracy increased in 2.35.

In addition, the average histogram from all the subjects was obtained to calculate the

codewords used by the new class. This analysis should complement the confusion matrix

analysis by comparing the confusion among classes and the percentage of codewords
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Table A.2: “Up” class transferring confusion matrix.

Up Down Left Right Select

Up 67.41 12.10 6.79 9.01 4.69

Down 15.19 56.17 8.52 13.21 6.91

Left 10.00 14.20 50.12 12.59 13.09

Right 10.49 20.37 10.62 51.23 7.28

Select 8.40 10.00 8.52 4.32 68.77

Figure A.3: Transfer learning results for the word “up” (baseline in blue, transfer results in orange)

used. Table A.4 summarizes the codeword percentages used in the transferred classes by

averaging the results from all the subjects.

To improve the classification results, a small number of epochs of new words were

used for codebook generation. Subsequently, the same number of instances used in code-

book generation was used for classifier training. The class imbalance presented in this

calibration was not considered.

Table A.5 shows the accuracies of the transfer learning approach using different

amounts of epochs for the “up” word transfer.

Table A.6 shows the accuracies from the “down” word in a transfer learning ap-

proach using different amounts of its epochs in the codebook generation step.

The last two tables show the accuracy of the transferred classes and the total accu-
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Table A.3: “Down” class transferring confusion matrix.

Up Down Left Right Select

Up 70.99 14.69 6.17 4.94 3.21

Down 9.88 58.52 13.09 13.58 4.94

Left 3.09 11.36 58.40 13.21 13.95

Right 3.70 18.27 20.00 52.59 5.43

Select 2.72 8.27 19.14 3.46 66.42

Table A.4: Codewords distribution percentages to represent the transferred classes.

Up Down Left Right Select

Up - 22.45 23.26 26.02 27.56

Down 18.56 - 24.18 27.23 29.31

racy of the five classes obtained by averaging the results for all subjects.

A.2 Discussion

The baseline accuracy when no transfer learning was applied was 65.65± 13.39, which

is not significant compared with the baseline work in [Torres-Garcı́a et al., 2016] with

[F(1,52) = 0.4, p = 0.5323], according to a one-way analysis of variance of the subjects.

When applying transfer learning, a mean accuracy of 58.74±13.39 was obtained for the

“up” word, which is an accuracy reduction of 6.91. When the “down” word is transferred

a mean accuracy of 61.38±12.47 was achieved, this is an accuracy decrease of 4.27. The

transfer showed a slight decrease compared with the baseline accuracy. Moreover, a one-

way analysis of variance (ANOVA) of the obtained results was conducted to compare the

effects of the transfer learning approach for the two words and the baseline method. There

was no significant effect [F(1,52) = 3.6, p = 0.0634] for the ”up” word and [F(1,52) =

1.47, p = 0.2305] for the ”down” word.
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Table A.5: “Up” class accuracies using epochs of this class in the codebook generation.

Epochs number “Up” accuracy Total accuracy

0 67.41±19.22 58.74±13.39

1 19.75±18.00 56.77±11.70

3 30.99±19.59 61.83±10.96

5 39.14±21.83 61.60±12.78

8 47.04±24.01 62.79±13.03

10 51.36±23.47 62.79±13.03

Table A.6: “Down” class accuracies using epochs of this class in the codebook generation.

Epochs number “Down” accuracy Total accuracy

0 58.52±24.62 61.38±12.47

1 15.19±13.34 58.07±11.08

3 22.96±16.44 60.59±10.95

5 27.90±16.70 61.83±10.96

8 33.70±22.91 62.59±12.92

10 38.52±22.73 62.74±13.06

In Table A.2, the “up” word transferring confusion matrix shows confusion between

this word and the “down” word. Moreover, as expected, most of the words increased their

confusion with the word ”up” due to the results in Table A.4 which showed that this new

word is represented by instances of every word.

The “down” word shows a different behavior, results in Table A.3, showed an accu-

racy of 61.38±12.47. the results did not correspond to the codeword distributions in Table

A.4. The “down” word codification included more codewords of the “select” word. Thus,

a higher confusion between the words ”down” and ”select” was expected. Nevertheless,

the ”down” transferring confusion matrix shows a higher confusion with the “right” word.
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In Table A.5, the accuracy when the calibration data is added to the “up” word trans-

ferring is presented. As expected, accuracy increased when more calibration instances

were included. Nevertheless, better performance was achieved when there was no in-

formation about the class. Otherwise, Table A.6 shows the accuracy when the ”down”

word was transferred. It can be noticed that the transferring of this word shows a similar

behavior as the ”up” word.

The performance decrement when calibration is applied can be attributed to three

causes: (1) the use of few data to represent the transferred class, (2) the use of non-

representative data of the new class, and (3) class imbalance during classifier training. In

practical applications, calibration instances can be considered instances of a new word

that a user wants to learn. Through a deeper analysis, these instances can be exploited

to improve the knowledge of new imagined words and increase recognition using a few

calibration instances.

A.3 Conclusions

The proposed method is capable of extending an imagined speech vocabulary with a slight

decrease in accuracy for a set of subjects. By excluding the data of the transferred words

from the generation step, similar accuracy results were obtained as if the data were in-

cluded. Nevertheless, the use of few calibration data did not increase the classification

accuracy. In practical applications, this calibration step requires less information possi-

ble from the transferred words. It must be considered that, if the calibration data are not

representative of the imagined word, the codebook will not represent correctly such word

and the classification performance will decay.

It is possible to add more than one word to the model. Nevertheless, it is expected

that the classification performance will decrease. Further experiments may analyze the

behavior of the method when more words are added, considering different combinations
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of the added words and calibration steps.

The analysis of the codewords distribution showed that the number of codewords

used from other imagined words is not correlated to the confusion among classes. further

analysis is required to confirm these results properly.

It is also interesting to highlight that the feature extraction step takes only into ac-

count the signal micro-volt values. Hence, the impact of noise on filtered signals must

be explored. Additionally, in future experiments, the frequency information of the signal

could be considered to search for patterns related to the brain activity frequency bands.

Additionally, the omission of the frequency feature extraction step of the signal renders

this method more suitable for real-time BCIs.
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Appendix B

Proposed method results per

subject

For a deeper analysis, the results per subject are shown below. The yellow line represents

the new class accuracy, the medium blue the total accuracy, and the resting lines are the

accuracy of the old classes. The lines also represent a polynomial tendency that models

the behavior of each class while more instances of the new class are added. This results

were obtained applying the kMeans proposed network using one and three centroids.

The aim of this analysis is to deepen in the previous results which are an average

from all the subjects. It is expected that subjects show different behaviors. The brain has

unique configurations for each person, which impacts the results of a general model for

EEGs. Thus, some of the subjects may present different performances, and this results

could aid to decide whether a method is suitable for some subjects under certain parame-

ters.
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(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.1: [Torres-Garcı́a et al., 2016] dataset, results per subject using 1 centroid

(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.2: [Torres-Garcı́a et al., 2016] dataset, results per subject using 3 centroids
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(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.3: [Nguyen et al., 2017] dataset, results per subject using 1 centroid

(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.4: [Nguyen et al., 2017] dataset, results per subject using 3 centroids
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(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.5: New dataset, results per subject using 1 centroid

(a) Subject 1 (b) Subject 2 (c) Subject 3

(d) Subject 4 (e) Subject 5 (f) Subject 6

Figure B.6: New dataset, results per subject using 3 centroids
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An analysis per subject for [Torres-Garcı́a et al., 2016] dataset presents a high accu-

racy as well as a fast adaptation of the new class to the model for both methods. Moreover,

polynomial trend analysis showed that there is no degradation of the original classes for

most of the subjects.

On the other hand, for [Nguyen et al., 2017] dataset, the analysis per subject indi-

cates a similar accuracy behavior for both methods. Regarding the incremental accuracy,

when one centroid is employed, there is a decrease in the original classes while the new

class increases, for most of the subjects this decrease does not recover. The use of three

centroids shows a better behavior for the incremental step due to the original classes tend

to recover after a considerable decrease of accuracy.

Finally, for the new dataset, the behavior is the opposite. When one centroid is

used, there is a decrease of the original classes and afterward, a trend of recovery appears.

When three centroids are created, the original classes show a trend of decrease that does

not recover and the incremental class increases faster.
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