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Abstract In this paper we proposed the use of spatial relations as a way of improving
annotation-based image retrieval. We analyzed different types of spatial relations
and selected the most adequate ones for image retrieval. We developed an image
comparison and retrieval method based on conceptual graphs, which incorporates
spatial relations. Additionally, we proposed an alternative term-weighting scheme
and explored the use of more than one sample image for retrieval using several
late fusion techniques. Our methods were evaluated with a rich and complex image
dataset, based on the 39 topics developed for the ImageCLEF 2008 photo retrieval
task. Results show that: (i) incorporating spatial relations produces a significant
increase in performance, (ii) the label weighting scheme we proposed obtains better
results than other traditional schemes, and (iii) the combination of several sample
images using late fusion produces an additional improvement in retrieval according
to several metrics.
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1 Introduction

Image retrieval consists of searching an image database in order to find those images
that satisfy the needs of a user. This is a complex problem not yet completely solved,
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given the difficulty in mapping a query, which may be expressed in terms of keywords
or image samples, to the visual features of an image.

In this paper we explore the use of spatial relations as a way of improving
image retrieval. We perform a study of the different types of relations and se-
lect those we consider as the most adequate ones for their application to image
retrieval. We developed an image comparison and retrieval method based on
conceptual graphs and spatial relations. High-level information is included in both
processes in the form of the spatial relations among the objects detected in the
image. These relations help to better represent the contents of the image and its
structure.

We evaluate the relevance of spatial relations with respect to labels for retrieval.
We perform improvements in label weighting by using label frequency in the data-
base and the images individually, as well as information redundancy among sample
images and textual description of the retrieval topic. Besides, we give evidence that
the availability of several sample images for a topic helps to improve retrieval.
We evaluated the use of spatial relations in retrieval using the topics from the
ImageCLEF competition [1]. Results obtained give evidence of the usefulness of
spatial relations, showing significant improvements in content-based image retrieval
(CBIR).

This paper includes results and some methods developed in some of our previous
research making use of spatial relations for image retrieval. Although most of the
methods in this research have already been published in workshop and congress pa-
pers, we focused on compiling these methods and performing in-depth experiments
to analyze the potential and feasibility of combining them.

1.1 The problem

Automatic image retrieval can be basically performed in one of two ways [9, 16, 35]:
by using text related to the images or by using the image contents. Using text is
referred as text-based image retrieval (TBIR), and it is currently the approach with
the highest retrieval rates, but seriously limited by the need of manually added text.
On the other hand, using image contents for retrieval is known as content-based
image retrieval (CBIR) [32, 35]. A variation of CBIR is query by example (QBE),
where the tendency is to use a set of images (which could be just one image) to obtain
low-level image features. These features are expected to be useful to describe the
general idea behind a search topic. A particular case of QBE, known as annotation-
based image retrieval (ABIR), consists of using the same low-level features to try
to identify objects in the image, and then to associate these objects to a label. In
ABIR retrieval is based on the set of labels assigned to the images to be retrieved.
Labels are compared and the more labels in common with the query image, the
better that image is positioned in the retrieval list. As we can see, most CBIR
methods are based solely on low-level visual features (color, texture, shape, etc.),
however, their main drawback is that they tend to be confused at the moment of
distinguishing between two visually similar, though conceptually different objects,
which consequently causes them to obtain erroneous results. This is actually part of
a well known problem called “semantic gap” [26].

Given that most state of the art retrieval methods using image contents are based
on low-level features, textual information or direct human interaction, ABIR is
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still an open problem, and the use of spatial relations could be useful for adding
complementary information to ABIR. Spatial information is directly linked to the
objects of interest in the image, and how they interact, both, in the scene and among
each other. Spatial relations are useful to know the position of an object using other
objects as reference and providing with high-level information with respect to the
image contents. These relations provide with a context for annotations, helping
to compare images by their structure (consisting of labels and spatial relations
together) and reducing the semantic gap. Experimental results give evidence that
both, modeling and application of spatial relations to improve ABIR, provide better
results than the use of traditional methods based on low-level information extracted
from the images.

1.2 Motivation

In this paper we focus on the application of knowledge derived from spatial relations
to improve ABIR. We emphasize the fact that spatial relations should not be
employed as the exclusive source of information for improving retrieval; however,
their use as a complementary source of information along with other sources provides
relevant knowledge to the processes of image comparison and retrieval. Two main
issues can be identified in relation to the use of spatial relations for ABIR:

1. It is necessary to determine which spatial relations are possible to be retrieved
depending on the domain of application, as well as determining which relations
are useful to be applied for solving problems in ABIR.

2. It is also fundamental to clarify how to model the set of spatial relations among
the objects in a scene and how to use these relations for the important problems
of image comparison and retrieval.

These issues will be solved in this work by carefully selecting the most adequate set
of spatial relations for ABIR and by using a spatio-conceptual image representation,
suitable for image comparison and retrieval.

1.3 Contributions

The method we propose consists of using a set of region-level annotated images
for image retrieval. These regions are used to obtain spatial relations in the image
itself. The combination of image annotations and spatial relations is used to compare
sample images to each of the images in a database, obtaining a list of similarities.
Once we have this list, we retrieve the k most similar images and are able to answer
the query. The most relevant contributions of our work are the following:

– The analysis of topological relations and order relations, and the selection and
validation of the set of spatial relations adequate for image retrieval.

– An image retrieval method combining concepts and spatial relations, which is
based on conceptual graphs. This method is intended to use high-level informa-
tion acquired by annotating images, and use this information to better answer
image retrieval.
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– A label weighting method, called MT F I DF. This is an adaption of T F I DF, a
frequently used term-weighting method, which in its original form performed
poorly. The modified method prioritizes those labels co-occurring with the
smallest amount of labels in an image.

– A label weighting method called topic-specific weighting, using late fusion to
take advantage of the availability of several sample images. This information is
complemented by the use of the textual description of the retrieval topic and this
weighting is intended to consider terms as more relevant when they are frequent
along the sample images and textual description of each specific topic.

– An extensive experimental evaluation of the proposed methods for improving
image retrieval by incorporating spatial relations, label weighting and combining
several sample images. By evaluating several scenarios we intend to provide
evidence on the advantages of each individual method, and the combination of
them.

2 Related work

Several models for representing both, topological and order relations, have been pro-
posed in the literature. Some of the most important methods for topological relations
are the 4-intersection model [13], the 9-intersection model [12], the Voronoi-based
9-intersection model [8] and the model based on the Euler number [41]. Models for
representing order relations have also been proposed, such as symbolic projections
[7], cardinal directions represented as cones or defined by projections [15] and the
direction-relation matrix [17]. These methods are not specifically intended to be used
in CBIR, and their usefulness has not been extensively evaluated in such a field.

There are several previous works that incorporate spatial relations for image
retrieval. In [34], they introduced a deductive system intended to extend text-based
image retrieval systems. Using an initial set of relations, together with a set of rules
that are applied, it allows to derive additional spatial relations. This system is shown
to be complete in 3D spaces, but incomplete in 2D spaces, which represents an
important limitations when working with images. Although this is an interesting and
feasible idea, this work does not suggest a way to perform several related processes,
which limits the appliability of their method.

An image retrieval system using spatial information as a complementary element
is presented in [30]. This retrieval system works on the WWW using a web crawler,
which employs textual information obtained from the retrieved web pages, as well
as the image names. This information is complemented by low-level features such
as color, and high-level features such as spatial relations. This system represents
image contents by means of a graph and image similarity is measured in terms of
graph isomorphism, object similarity, object position similarity, topological similarity
and distance similarity. Human interaction is needed for the object recognition and
annotation to be performed, and image search can be performed based on hand
sketches or sample images. One disadvantage of this method is the need of human
interaction, which limits its appliability. Image queries are simple and more related
to the object recognition task, which makes it difficult to determine how well the
method works and the usefulness of spatial relations for image retrieval.
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In [31] they present another retrieval system which adds an extra spatial relation
coding in the retrieval process. Their model includes 6 spatial relations: left, right, up,
down, touch and front. Similarity is measured using knowledge about the objects
in the image and their spatial relations. Automatic segmentation and annotation
methods are employed for that purpose, and retrieval is based on a sample image
and relevance feedback. One disadvantage is that the experiments are performed
on a limited set of labels and images, and tests on more complex and realistic label
sets are not provided. The set of relevant images is determined according to the
image contents, which gives no evidence as whether the method will work with more
elaborate topics.

More theoretical work on analyzing properties and problems regarding the use of
CBIR and spatial relations is presented in [40]. There they verify the consistency of
spatial relations and analyze certain information intractability issues.

From the approach we are following to image retrieval, a very relevant step is to
identify concepts in the image, which is known as region-level image annotation.
Some frequently used methods for automatically performing this kind of image
annotation are [6, 10, 29]. Particularly, some using of spatial relations for image
annotation has been tried at [39], with promissing results; there they define 4 order
relations as neighborhoods and divide the image into a grid, which is later matched
using automatic image segmentation.

Some of the main disadvantages these methods have are: (i) Human interaction
is needed, which limits their appliability to real problems; (ii) Experiments are
simplified, since reduced sets of labels and images are employed; (iii) Image retrieval
is evaluated based on a concept detection task; (iv) Finally, although these methods
use spatial relations for image retrieval, performance is not compared with and
without adding spatial relations, which makes unclear how good their approach for
adding spatial relations was.

In our research we determine the adequate set of spatial relations and determine
their relevance for image retrieval. We experiment with a complex image set and a
considerable number of labels. Finally, we consider several sample images to perform
image retrieval, through a late fusion mechanisms.

Although the experiments in this paper are based on manually segmented and
annotated images, we understand the unfeasible manual processing becomes when
image resources grow. Even more, we suggest in the future segmentation and
annotation methods will be robust enough to allow for a completely automatic
processing of the image, which will allow for the application of our methods to any
image database.

An example of the use of graphs (non-conceptual) for these tasks is [4], where
they use an image representation based on graphs, even using spatial relations for
image retrieval. The image comparison method derives from [5] and the evaluation
is performed on a set of painting images.

Several semantic representations have been explored previously for general in-
formation and image retrieval, and particularly conceptual graphs have been used
several times. An example of this is [3], where a multifacetic image representation is
used for indexing and retrieval. There is another example of the use of conceptual
graphs for image modeling and retrieval in [25], where they even take into account
spatial relations to have a better representation.
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3 Determining the set of spatial relations

3.1 Spatial relations

Spatial relations are those relations that can be determined for an object with respect
to another (which is known as the reference). These relations give information about
the relative position of the object of interest in the scene. Frequently, spatial relations
are determined in a binary fashion, however, certain spatial relations, such as: among,
surrounded by, closer to, among others, are better understood when they are defined
with respect to more than one object of reference. Three basic types of spatial
relations [11] are the ones that are more frequently used, and they are:

1. Topological relations. These relations are determined for two objects and are
preserved even if topological transformations, such as translation, rotation and
scaling, are applied. To apply these relations to image retrieval, we must consider
relations between two surfaces (bidimensional objects also called regions) in
a bidimensional space (the image itself). Figure 1 left shows the 8 possible
topological relations between two surfaces in a bidimensional space.

2. Order or direction relations. These are based on the definition of order and
represent information regarding the position of an object with respect to another.
This kind of relation is variable to rotations but is preserved to scaling and
translation. In Fig. 1 right we show the possible order relations between a pair of
surfaces for a bidimensional space.

3. Metric relations. These use measurements such as distance and direction. This
kind of spatial relation is affected by scaling but not by rotation or translation.
Two kilometers far is an example of a metric relation.

We focus on the analysis of the spatial relations and the determination of an
adequate set, useful for ABIR. We have chosen topological and order relations,
considering that both of them can provide relevant and complementary information.
However, not all of these relations can be observed in an image, and even from those
which can be observed, they are not equally relevant for our purpose. This analysis
is developed next.

Fig. 1 Left: topological relations between surfaces in a bidimensional space. Right: order relations
between surfaces in a bidimensional space
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3.2 Selecting the relevant spatial relations

3.2.1 Topological relations

Given that topological relations have been modeled in several previous works [30, 31,
34] with favorable results, we consider their inclusion as an important aspect. There
are, however, inconvenients which oblige us to simplify them.

Certain ambiguities are introduced when a manual segmentation is performed due
to different interpretations that could be given to the same image. Some factors such
as scene knowledge and domain knowledge when interpreting the expected shape
of an object could take to variations in the segmentation. In contrast, an automatic
segmentation is expected to provide the same results under the same conditions
(except when a non-deterministic algorithm is employed). Figure 2 shows an example
of how the way spatial relations are determined is affected by the interpretation when
a manual segmentation is carried out. Three different interpretations for the possible
relation are provided. The three of them are feasible for a manual segmentation,
while the last one would be the only one provided by an automatic segmentation.
According to our analysis, we decided to discard some topological relations due to
the following reasons:

– The spatial relation equal must be discarded, since in the image plane, an equality
relation means that one object covers exactly another object with the same
characteristics in the image. The problem with this relation is that the object that
is covered cannot be perceived and the evaluation of such relation is not feasible.

– In the case of manual segmentations, the relations contains, inside of, meets,
covers, covered by and overlap show ambiguities that could lead to certain

Fig. 2 Example of the
ambiguities when an image is
manually segmented. Above:
the image as it originally
appears. Below: three possible
interpretations for this
interaction (A covers B, A and
B overlapped and A meets B).
These three interpretations are
feasible with a manual
segmentation, while the last
one would be the only one
provided by an automatic
segmentation
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confusions when the segmentation is being carried out. Additionally, when the
segmentation is automatic, one pixel cannot be assigned to more than one region,
so the intersection between any pair of regions will always be empty (∅) and
evaluating the relations contains, inside of, covers, covered by and overlap is not
possible.

We consider that the best choice is to simplify the spatial relations to evaluate if
there is any contact between a pair of regions or not, evaluating only two topological
relations: (1) Disjoint. The same as in the original definition, it means that the
intersection between the two regions equals ∅; (2) Adjacent. It means that there is
some intersection between the two regions. We use the word adjacent to differentiate
it from meets, given that although it is the same as meets for automatic segmentations,
in the case of a manual segmentation, adjacent includes the concepts contains, inside
of, meets, covers, covered by and overlap. With this simplification we only evaluate if
the intersection between two regions is empty (disjoint) or not (adjacent), reducing
the computational cost, and consequently the processing time. Also, there will always
be a topological relation between a pair of regions, since any pair of regions is either
adjacent or disjoint.

3.2.2 Order relations

Order relations are important for an adequate representation of image contents.
Finding labels where there are contradictions is an advantage of the inclusion of
these relations (for example, an image where a region labeled sky is below another
region labeled grass, which is very unlikely). There is an inconvenient with the
original set of order relations when we look at previous work, as well as the kind
of images and segmentations. Next we provide a number of considerations about the
needs for order relations in image retrieval. The set of order relations we obtain are
summarized in Table 1.

1. Given the irregular shape of the segmented regions, a strict evaluation where
every pixel of one region must be above, below, left or right of the other region,
seems inadequate. For that reason, we decided to evaluate the position of the
regions with respect to their center of mass.

2. In terms of order, we can see that two objects will always be related in two ways.
For example, an airplane could be, at the same time, above and left of a house.
For such reason we decided to divide order relations into horizontal and vertical

Table 1 The set of spatial relations used in this work and their classification as directed or undirected

Relation Type

Topological relations 1 Adjacent Undirected
2 Disjoint Undirected

Order relations
Horizontal relations 3 Beside (either left or right) Undirected

4 Horizontally aligned Undirected
Vertical relations 5 Above Directed

6 Below Directed
7 Vertically aligned Undirected

We divide them into three groups: topological, horizontal and vertical relations
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Fig. 3 Horizontal and vertical
alignment relations. These
relations are determined by
drawing a vertical and a
horizontal stripe, respectively,
proportional to the image size.
When the center of mass of
two regions falls into the same
stripe, they are said to be
aligned

relations. This way we guarantee there will always be one and only one relation
between a pair of regions in each group.

3. To minimize the consequences of the use of the center of mass for evaluating
these relations, we introduce horizontal and vertical alignment relations, which
help in cases when the distance between the center of mass of two regions is
just a few pixels. In order to evaluate the alignment we draw a vertical stripe for
horizontal alignment and a horizontal stripe for vertical alignment. The width of

Fig. 4 Verification of the feasibility of the 12 combinations for the 7 spatial relations we selected.
The circular regions (A, B) represent two segments in each image, and the yellow (light gray) stripes
represent the alignment threshold for the regions
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the stripe is proportional to the image size, and whenever two centers of mass
fall into the same stripe, we say they are aligned. This provides the evaluation of
order relations with more flexibility. Alignment relations are illustrated in Fig. 3.

4. Although in some domains left of and right of should be differentiated, in general
we assume that this difference is not significant, so we group these two relations
as beside.

3.3 Validation of the spatial relations

After our analysis we defined 7 spatial relations, divided into three independent
groups, so there is one and only one relation in each group for each pair of regions,
giving a total of three relations at a time between each pair of regions. An important
step now is to verify if all of the combinations are feasible in a 2D image. Keeping
in mind that we have 2 topological relations, 2 horizontal relations and 3 vertical
relations, we have 12 combinations that must be evaluated in order to determine if
there are any restrictions. Figure 4 shows examples where these combinations are
present, so there was no case that turned out to be impossible.

4 Image retrieval incorporating spatial relations

For the objective we pursue, which is incorporating spatial relations to improve
ABIR, we propose a three-step process:

1. Image representation. We use a simple and effective image representation, which
captures relevant image features, while at the same time allows for a fast image
comparison. This representation is based on the information provided by image
annotations and spatial relations between pairs of annotated regions in each
image.

2. Image comparison. Once we had the image representation, we developed a
measure to compare how similar an image is to another, the similarity measure
we developed was based on the work presented in [27]. This measure is based on
evaluating two different kinds of similarity and observing the impact of each of
them with respect to the other in the retrieval results.

3. Image retrieval. Image retrieval is achieved by using the afore mentioned image
comparison measure. Based on this measure we rank the list of images and
retrieve a sub-list which will be considered as the most similar images to a sample
provided.

The three retrieval steps are explained with more detail in this section. Addi-
tionally, other techniques are considered to improve retrieval results. Two different
approaches for label weighting are an important part of this paper. On the one hand,
we compare different ways of considering label frequency; on the other hand, we
give labels a specific weight for each topic. Taking advantage of the availability of
several sample images for the set of topics developed for the ImageCLEF 2008, we
were able to compare and evaluate a number of late fusion schemes, which is also
a contribution of this work. We describe these weighting and fusion methods in this
section as well.
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4.1 Step 1: image representation

In [19] we introduced a method for the representation of images based on spatial
relations and conceptual graphs (CGs) [36]. Spatial relations were divided into three
groups, namely: topological relations, horizontal relations, and vertical relations,
whose selection was performed following the methodology we explained in Section 3.
In [19] we also made use of CGs to express the spatial relations among labels
(objects) from an image. CGs are finite, connected, and bipartite graphs formed
of two types of nodes: concepts (in our case labels) and relations (in our case
spatial relations). Figure 5 shows an example of how the images in the database [14]
are segmented and annotated, and how the spatial relations in the images can be
represented by means of CGs. In accordance with Table 1, all of the relations were
defined as undirected except for the vertical relations above and below.

4.2 Step 2: image comparison

The similarity between a pair of images is measured using two different similarity
measures: conceptual similarity (Sc) and relational similarity (Sr). Sc measures how
similar two graphs are by counting how many concepts (labels) they have in common,
while Sr measures how similar the relations among the concepts in common are.
For so doing, we used spatio-conceptual graphs [20]. Images are compared in two
different fashions using the following equations:

1. Concepts, represented by the image labels are compared using the equation:

Sc = 2n(Gc)

n(G1) + n(G2)
(1)

Fig. 5 Top-left: one of the images in the IAPR-TC12. Bottom-left: the same image, segmented
and annotated. Right: conceptual graph indicating the spatial relations in the image. Topological
relations are shown with f illed nodes, horizontal relations appear with double-lined border, and
vertical relations appear with single-lined border
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where n(Gc) is the number of concept nodes the two graphs have in common,
and n(G1) and n(G2) are the number of concept nodes in graphs G1 and G2,
respectively.

2. Spatial relations among the labels in common are also compared using the
equation:

Sr = 2m(GTc) + 2m(GHc) + 2m(GVc)

3mGc(G1) + 3mGc(G2)
(2)

where Sr considers the three relational graphs, thus m(GTc), m(GHc) and m(GVc)

represent the number of arcs (relations) in common between the two compared
images, for topological, horizontal and vertical relations, respectively.

Conceptual similarity (Sc) measures the proportion of labels in common between
the two images, with respect to the total number of labels in both images. Relational
similarity (Sr) compares the number or edges in common between the two images,
for topological, horizontal and vertical relations.

The similarity between two images is measured by S, which considers both Sc and
Sr, giving each a weight depending on a constant α

S = αSc + (1 − α)Sr (3)

For two images to be compared, they have to be preprocessed by segmenting and
annotating them. After this process is done, spatial relations are computed in order
to build their CGs. Once we have the CG for both images, they can be compared
based on (3).

Even though some of the methods we mention for image retrieval use conceptual
graphs for their representation, the use of spatial relations does not seem to be
completely taken advantage of, and relegated to be simple extra information mixed
with several other (low-level) features to be used in retrieval. We, on the other hand,
incorporate high-level image contents in the form of spatial relations to the image
comparison process and using this information we expect to obtain better results for
image retrieval.

4.3 Step 3: image retrieval

With the previous representation we have explored the use of spatial relations as
high-level support information for representing and comparing images. To retrieve
a set of images corresponding to a topic, the sample image is compared against all
of the images in the database, obtaining a list of ranked images according to their
similarity with the sample image, from which the top k are kept. Figure 6 presents a
block diagram for this process.

4.4 Label weighting

In traditional image retrieval, term weighting is a commonly used tool to determine
the most relevant elements, which is usually done by assigning such relevance with
respect to the frequency with which a term appears. In ABIR a “term” could be
represented by a label in the annotation vocabulary. T F I DF (term frequency-inverse
document frequency) [22] is one such term weighting method, which is directly
related to our experiments. In the first stage of our experiments, we determined
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Fig. 6 Block diagram for the image retrieval method using spatio-conceptual graphs. For two
images to be compared they must be segmented and annotated. Spatial relations are computed
and the corresponding spatio-conceptual graphs are obtained. These graphs are compared using the
similarity formulas we described and, by repeatedly applying this process between the sample image
and each image in the database, a list of images, ranked according to their similarity, is obtained

which weighting approach is more adequate to consider the relevance of labels in
retrieval. The weighting schemes are directly applied by first adding the weight of
each of the k labels in the image (wi), and then multiplying the accumulated weight
by the similarity measure S, so we obtain S f = WS as the final similarity value.

W =
k∑

i=1

wi (4)

The three weighting schemes we consider are:

– Uniform weights. wi = 1. Giving an equal and constant weight to each label.
Results with this schema are provided as our baseline.

– Inverse global frequency label weighting. wi = 1
|{I:li∈I}| . Where |{I : li ∈ I}| is the

total number of images where label li appears. A simple scheme, similar to the
I DF part in T F I DF, where each term is given a weight inverse to the number
of times it appears along the image collection. The basic idea is that less frequent
labels are considered to give more information than those common to a big
amount of images.

– T F I DFij = T Fij × I DFi [22]. It is the traditional T F I DF measure, where
T Fij = nij

N j
(the occurrence of label li in image I j is divided by the number of labels

in image I j), and I DFi = log |D|
|{I:li∈I}| (the number of images in the collection is

divided by the number of images containing label li).

Additionally, and as a product of our observation of the behavior of these
measures for term weighting, we use the label weighting method we proposed in
[21]. This method consists of a modified version of the T F I DF scheme. We call this
modification MT F I DF, which is defined as:

MT F I DFij = T Fij × MI DFi (5)
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In this case, T Fij is the same as in T F I DFij, and MI DFi is defined as:

MI DFi = log
K∑

{I:li∈I} Ni
(6)

This is a modified version of I DFi, where a constant (K) is divided by the sum
of the number of labels in each image (Ni) where label li ({I : li ∈ I}) appears. In
our experiments, the value of K is equal to the number of images in the database.
For example, if label tree appears in 3 images and there were 4, 3 and 6 labels in
each of them, respectively, the denominator in MI DFi would be

∑
{I:li∈I} Ni = 4 +

3 + 6 = 13. The idea behind this weighting scheme is that labels co-occurring with
many other labels should be considered less relevant than those co-occurring with
just a few labels.

4.5 Late fusion

In CBIR frequently just one sample image is used to represent a retrieval topic.
However, an advantage frequently overlooked of having more than one sample
image for the same topic is that it provides with more information that could be taken
advantage of for retrieval. Late fusion, in the form of list fusion, could be performed
by fusing lists obtained by executing different retrieval systems in order to combine
them and obtain better results. Some possibilities for this kind of fusion are: round
robin, combSUM, combMNZ, Borda count, Condorcet, raw score value (RSV) and
fuzzy Borda count [24, 33, 37, 38].

Regarding the fusion methods we use in our experiments, we resorted to list
addition [20], also known as linear combination of scores or SUM [28], and the
maximum of the lists [20], or simply MAX [28], two basic methods with interesting
results; combMNZ [24], which is considered as the baseline in different works; and
fuzzy Borda count [2], given that it has provided better results than combMNZ.

5 Experiments

Our experiments are divided into three groups:

1. Experiments with a single sample image. We experimented with image retrieval
using a single sample image. An important aspect of this work lays on determin-
ing if the spatio-conceptual representation is adequate for image retrieval. For so
doing, we varied α in the evaluation of conceptual and relational similarity (3). In
general, if results are better with α values smaller than 1, then we can infer that
spatial relations are useful for image retrieval. At the same time, we evaluated
the impact of the different term weighting schemes. We compared three existing
term weighting methods (uniform weighting, used as the baseline; frequency-
based weighting; and T F I DF), against a modified version of T F I DF (called
MT F I DF).

2. Experiments with multiple sample images. Given the fact that each retrieval
topic is visually described by three sample images in the set of 39 topics designed
for the ImageCLEF 2008, we also performed experiments using these three
images and a late fusion scheme. We experimented with four different fusion
methods: SUM, MAX, combMNZ and fuzzy Borda count. These methods are
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compared to the average of the three individual retrievals, used as the baseline.
For each of the sample images, an individual retrieval is performed and after
this, the three retrieved lists are combined by using one of the mentioned fusion
methods.

3. Topic-specific weighting (TSW). These experiments are related to fusing re-
dundant information coming from the images and the textual description cor-
responding to a topic. The idea behind this weighting is that the information
contained in the annotations given to the sample images and/or the textual
description of the topic, could be useful to define a topic-specific label weighting.
Although we include the textual description for this weighting, this method
cannot be considered as text-based image retrieval, since text is only used to
identify labels in the sample images but not to match these labels along the
image collection. For example, if all of the sample images contain the labels
church and sky, and just one of them contains the label lamp it is likely that
church and sky are more relevant than lamp for that particular topic, without
regard to their frequency along the whole image set. Figure 7 illustrates this.
For TSW we perform the fusion of the labels in the sample images by using
combMNZ and fuzzy Borda. Additionally, we can include in this fusion the
labels contained in the textual description. To combine TSW with the best
weighting scheme obtained in our experiments (MT F I DF) we try two sim-
ple alternatives, which are adding (W = T SW + (MT F I DF)) or multiplying

Fig. 7 Example of the use of TSW. Top: the three sample images for a topic, along with their labels.
Bottom: the textual description for the same topic. The most frequent labels are highlighted with
green, less frequent labels are highlighted with yellow, labels appearing just once are not highlighted
at all
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(W = T SW × (MT F I DF)) both weights. These considerations provide us with
eight variations in total.

5.1 Experimental setup

5.1.1 The database

The image database used in our experiments is the IAPR-TC12 [18], which was
used for the ImageCLEF 2008 photo retrieval task [1]. This image set consists of
20,000 images of sports events, people, animals, cities and landscapes. Particularly,
the manually segmented and annotated version of it, the SAIAPR-TC12 [14] was
chosen for the experiments, given that it provides a reliable dataset that allows
focusing more on image retrieval, than on the effects of automatic segmentation
and/or annotation. However, it must be highlighted that our method is appliable to
automatic segmentation and/or annotation as well. Some images from the SAIAPR-
TC12 are shown in Fig. 8.

5.1.2 The topics

For an objective evaluation of our method, we resorted to the 39 topics developed
for the ImageCLEF 2008 photo retrieval task [1]. The purpose of this task is to
retrieve a set of relevant images from the whole image set, by using textual or visual
information. Topics are expressed, for this reason, in both forms. In terms of text,
a topic is expressed with a sentence in natural language. On the image side, three
sample images are provided per topic. We base our work on the use of the visual
part, discarding the textual information provided for the topics. The availability of
three sample images per topic makes it a good alternative for testing data fusion,

Fig. 8 Sample images from the IAPR-TC12 collection
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since we can perform a retrieval using each sample image and then fuse the results
of the three retrievals to better characterize the topic.

For the ImageCLEF 2008, 39 retrieval topics are provided. In order to evaluate
how accurate a retrieval is, the list of relevant images for each topic is provided. This,
combined with a set of accuracy measures, gives a reliable parameter for comparing
with other methods for image retrieval. Besides, given that these topics (along with
the IAPR-TC12 image set) have already been used in other research, a comparison
is possible.

5.1.3 Evaluation measures

In this paper we use the following evaluation terms:

– Precision (P) measures the fraction of the retrieved images that are considered
as relevant, so P-20 measures the precision after the first 20 documents are
retrieved.

– Recall (R) on the other hand is the fraction of the relevant images that were
successfully retrieved. In our experiments, recall is computed over the total
number of images retrieved, i.e., 1,000 images.

– Finally, the average precision (AP) combines P and R, to emphasize how early,
relevant images are retrieved. MAP, in turn, describes the mean of the AP over
the 39 topics.

We use MAP, P-20 and R computed over the 39 topics, to measure the perfor-
mance of the methods we evaluated.

5.2 Experiments with a single sample image

In our experiments with a single sample image, we verified the usefulness of spatial
relations by varying α in S, we also obtained evidence that MT F I DF was the
best label-weighting schema, being the one with the best results in most of the
experiments. Figure 9 shows results for MAP, P-20 and R, respectively. Table 2
summarizes the same results. Assigning non-uniform weights to labels seems to
be the most adequate solution, given that MT F I DF is the scheme with the best
performance, with a relative improvement of 58%, 32% and 20% with respect to
the baseline for MAP, P-20 and R, respectively. We have noticed that relevant
images in several topics are simple images, i.e., containing just a few objects. Given
that MT F I DF gives more weight to a label when there are just a few objects
in the image, this kind of weighting favors the retrieval of such topics. On the
other hand, the inverse global frequency label weighting is the one that takes
more advantage of the use of spatial relations. While T F I DF and MT F I DF
take into account the number of labels in the image, the inverse global frequency
label weighting ignores the number of labels in the images, avoiding to reduce
relevance to images where more objects, and consequently, more spatial relations,
appear.
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Fig. 9 Performance of retrieval with four different label weighting schemes, varying the weight of
spatial relations and labels (α). Top: mean average precision (MAP). Bottom-left: precision at the
first 20 images retrieved (P-20). Bottom-right: recall (R)

5.3 Experiments with multiple sample images

Our experiments show that combining several images through late fusion provides a
rather significant increase in performance. Figure 10 shows these results for MAP,
P-20 an R, respectively. Table 3 summarizes the same results. In general terms,
SUM is the method that shows the best performance with a relative improvement
with respect to the baseline of 49%, 39% and 34%, measured by MAP, P-20 and
R, respectively. Low redundancy seems to affect SUM less than the other fusion
methods given that the three fused lists contain the same kind of information and
consequently, the direct addition takes advantage of the smallest existing redun-
dancy, which is not done by the other methods. On the other hand, MAX is the
method that takes the most advantage of the use of spatial relations, given that its
basic idea is to always choose the highest similarity among the fused lists (remember
that similarity is measured in conceptual and spatial terms).
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Table 2 Summary of the results comparing different label weighting schemes (MAP, P-20 and R)

Method α = 1 Best α < 1 Relative
improvement
(%)

MAP
Uniform weights 0.0542 0.0563 3.87
Inverse global freq. 0.0699 0.0800 14.45
TFIDF 0.0738 0.0756 2.44
MTFIDF 0.0855 0.0891 4.21
Improvement with respect to the baseline 58.26

P-20
Uniform weights 0.1239 0.1312 5.89
Inverse global freq. 0.1269 0.1551 22.22
TFIDF 0.1517 0.1624 7.05
MTFIDF 0.1556 0.1731 11.25
Improvement with respect to the baseline 31.93

R
Uniform weights 0.3247 0.3249 0.0
Inverse global freq. 0.3201 0.3406 2.05
TFIDF 0.3675 0.3665 −0.27
MTFIDF 0.3869 0.3894 0.64
Improvement with respect to the baseline 19.85

The second column shows the result obtained when no spatial relations are used (α = 1), the third
column shows the best result when spatial relations are used (α < 1) and the fourth column shows the
relative improvement by using spatial relations. For each measure, we show in bold the best results.
We also show in bold the highest relative improvement using spatial relations with respect to the
baseline (uniform weights)

5.4 Topic-specific weighting

By considering label weighting, depending on each specific topic we obtained our
highest retrieval rates. Results for these experiments are shown in Table 4. These
results show that this kind of fusion is better for several cases than just considering a
general term weighting method. By performing a label weighting depending on the
topic contents we were able to improve retrieval, being the product of combMNZ
using the textual description and MT F I DF the most adequate combination. The
relative improvement of using the textual description compared to using just the
image is about 5%; of using combMNZ compared to fuzzy Borda is also about 5%;
and of multiplying weights compared to adding them is about 18%. Redundancy
seems to be increased from the use of the textual description, and combMNZ is
a fusion method that takes more advantage of redundancy. Finally, given that the
weights given by TSW and MT F I DF are probably in different scales, fusing them
by a multiplication turns out to be more adequate.

5.5 Analysis

To corroborate the usefulness of using spatial relations for image retrieval, we eval-
uate statistical significance by using paired Student’s t test [23]. This is performed on
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Fig. 10 Results of the evaluation of the late fusion methods. Top: mean average precision (MAP).
Bottom-left: precision at the first 20 images retrieved (P-20). Bottom-right: recall (R)

the combination of (MT F I DF)+SUM+TSW comparing the use of spatial relations
at any level (α < 1) with using no spatial relations (α = 1). From these results we
highlight the fact that statistically significant differences favoring the use of spatial
relations over not using them were obtained in all of the measures (except for recall).
Results for this evaluation are shown in Table 5. Graphs in Figs. 9 and 10 also
corroborate the relevance of spatial relations, since when α = 0 (not using spatial
relations) results are in all of the cases the lowest for every measure.

Finally, we compare the application of the best improvements we proposed (SUM,
TSW and MT F I DF) with different combinations, and performed a hypothetical
comparison to the 33 methods based on visual information provided for ImageCLEF
2008. Table 6 summarizes these results. By combining the fusion and weighting
schemes we were able to improve even more our results, compared to the individual
use of these methods. Particularly, (MT F I DF)+SUM+TSW is the combination
that provides us with the best results, followed by (MT F I DF)+SUM. The relative
improvement of (MT F I DF)+SUM+TSW with respect to the baseline is about
157% for MAP, while for (MT F I DF)+SUM is about 60% evaluated by R. It is
important to highlight that just in 2 of these tests the best result was obtained by
using no spatial relations, while in almost half of these tests the best results were
obtained when α ≤ 0.5.
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Table 3 Summary of the results comparing different late fusion schemes (MAP, P-20 and R)

Method α = 1 Best α < 1 Relative
improvement
(%)

MAP
Average 0.0855 0.0891 4.21
SUM 0.1277 0.1330 4.15
MAX 0.1122 0.1217 8.47
CombMNZ 0.0989 0.1018 2.93
Fuzzy Borda 0.1198 0.1225 2.25
Improvement with respect to the baseline 49.27

P-20
Average 0.1556 0.1731 11.25
SUM 0.2026 0.2410 18.95
MAX 0.1808 0.2269 25.50
CombMNZ 0.1705 0.1756 2.99
Fuzzy Borda 0.2000 0.2167 8.35
Improvement with respect to the baseline 39.22

R
Average 0.3869 0.3894 0.64
SUM 0.5198 0.5210 0.23
MAX 0.5002 0.5035 0.66
CombMNZ 0.5002 0.5027 0.50
Fuzzy Borda 0.4981 0.5081 2.01
Improvement with respect to the baseline 33.79

The second column shows the result obtained when no spatial relations are used (α = 1), the third
column shows the best result when spatial relations are used (α < 1) and the fourth column shows the
relative improvement by using spatial relations. For each measure, we show in bold the best results.
We also show in bold the highest relative improvement using spatial relations with respect to the
baseline (average)

Regarding the computing time, we ran our image retrieval method fixing alpha =
0.1 with the MT F I DF weighting. This process is performed on a computer with a
2 GHz Centrino 2 processor with 4 GB of RAM using Matlab. For this configuration,
we obtained that for comparing one of the sample images against the 20,000 images
in the database the minimum processing time is 9.61 seconds, the maximum time

Table 4 Comparison of different variations of topic-specific weighting (TSW)

Variation MAP

CMNZ+i 0.1070
CMNZxi 0.1288
CMNZ+in 0.1144
CMNZxin 0.1347
FBorda+i 0.1016
FBordaxi 0.1092
FBorda+in 0.1075
FBordaxin 0.1286

We compare fusions of initial lists by mean of combMNZ and fuzzy Borda, adding (+) or multiplying
(x) to MT F I DF, and with the use of just the labels in the sample images (i) or the labels in the sample
images and their textual description (in). Results are obtained fixing α = 0.1. For each measure, we
show in bold the best results. We also show in bold the highest relative improvement using spatial
relations with respect to the baseline
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Table 5 Statistical significance tests for retrieval comparing using spatial relations against not using
them

Measure Significance Reliability (%)

MAP + 97.5
P-5 + 99.5
P-20 + 99.5
R −
The combination (MT F I DF)+SUM+TSW is measured by MAP, P-5, P-20 and R

Table 6 Hypothetical comparison with respect to the 33 methods based on visual information
participating in ImageCLEF 2008 competition, measured by MAP and R

Method MAP Relat. Pos. α R Relat. Pos. α

imp. to imp. to
baseline baseline

Best results 0.2103 N/A 1 N/A 0.4993 N/A 1 N/A
ImageCLEF 2008

BASELINE 0.0563 – 20 0.5 0.3247 – 17 0.7
MTFIDF 0.0891 58.41% 15 0.3 0.3894 19.92% 15 0.5
SUM 0.0961 70.79% 14 0.6 0.4227 30.18% 13 0.5
TSW 0.1050 86.67% 14 1.0 0.3714 14.37% 16 0.9
(MTFIDF)+SUM 0.1330 136.37% 4 0.3 0.5210 60.45% 1 0.5
(MTFIDF)+TSW 0.1051 86.73% 14 0.6 0.3766 15.99% 15 1.0
SUM+TSW 0.1278 127.13% 9 0.9 0.4390 35.19% 13 0.9
(MTFIDF)+SUM+TSW 0.1447 157.17% 4 0.5 0.4990 53.66% 2 0.8

The hypothetical position with each variation and their combinations is shown. The best results
obtained by the competitors in ImageCLEF 2008 are shown in the first row, for each measure.
For each measure, we show in bold the best results. We also show in bold the highest relative
improvement using spatial relations with respect to the baseline

is 27.37 seconds, and the average time is 18.24 seconds. These values are computed
over the 39 topics and each of the three sample images for each topic. Processing
time could be significantly reduced if we re-implemented our algorithms in a more
efficient compiler and also using more powerful computers. Image segmentation and
annotation as well as spatial relation computing need to be performed only once for
an image, so they can be considered as offline processing. Particularly, although in
these experiments image segmentation and annotation are manually performed, in
the future we expect to be able to automate both processes.

6 Conclusions and future work

6.1 Conclusions

In this paper we have explored a series of methods for improving CBIR by including
spatial relations present in the image. The interest in adding spatial relations to the
retrieval process lays on the fact that they are high-level information closer to the
needs of the user of an image retrieval system. The method we employ consists
of using a set of segmented and annotated images for image retrieval. The image
segments are used to obtain spatial relations in the image itself. The combination of
image annotations and spatial relations is used to compare sample images to each of
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the images in a database, obtaining a list of similarities. Once we have this list, we
retrieve the k most similar images and are able to answer the query. The conclusions
we derive from our results are: (i) The use of spatial relations helps to improve
retrieval results, compared to just using image annotations; (ii) Label weighting,
based on label frequency or topic-specific features, seems to be an adequate aid for
retrieval; (iii) Late fusion, using several sample images produces better performance
in retrieval than using a single one.

The most relevant contributions of our work are the following:

– The analysis of topological relations and order relations, and the selection and
validation of the set of spatial relations adequate for image retrieval.

– An image retrieval method combining concepts and spatial relations, which is
based on conceptual graphs. This method is intended to use high-level informa-
tion acquired by annotating images, and use this information to better answer
image retrieval.

– A label weighting method, called MT F I DF. This is an adaption of T F I DF, a
frequently used term-weighting method, which in its original form performed
poorly. The modified method prioritizes those labels co-occurring with the
smallest amount of labels in an image.

– A label weighting method called topic-specific weighting, using late fusion to
take advantage of the availability of several sample images. This information
is complemented by the use of the textual description of the retrieval topic
and this weighting is intended to consider terms as more relevant when they
are frequent along the sample images and textual description of each specific
topic.

– An extensive experimental evaluation of the proposed methods for improving
image retrieval by incorporating spatial relations, label weighting and combining
several sample images. By evaluating several scenarios we intend to provide
evidence on the advantages of each individual method, and the combination
of them.

6.2 Future work

Some possibilities we could explore in the future work are the following:

– Take advantage of the label hierarchy available for the SAIAPR TC-12 image
database, in order to better generalize the concepts and obtain a more flexible
retrieval.

– Perform additional experiments with an automatic annotation method.
– Analyze the spatial relations we simplified, as well as other spatial relations that

could be added. An important advantage of our methodology is that the set of
spatial relations used can be easily replaced in a way that it is possible to evaluate
different representations of the spatial relations.
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