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Summary

Facial expression recognition is related to the automatic identification of the overt

manifestation of affective states of a subject by computational means and has appli-

cations in security, human computer interaction among others.

This work focuses on the design of a model for the recognition of the seven basic

facial expressions: anger, contempt, disgust, fear, happiness, sadness and surprise.

Facial expressions description in terms of action units is used as depart point. Fuzzy

models are used in order to maintain a relation between the facial muscle appearance

and the fuzzily associated facial expressions.

The proposed method, model facial expressions using granular fuzzy models,

finding automatically fuzzy rules that can describe the output class with a low

number of rules. The reason of use a model with a low number of rules lies in the

necessity of a simple model that do not loose the ability to explain why is making a

decision.

First, heuristic guided affine transformations align facial landmarks of the neu-

tral and the target expression. Second, features are extracted describing face move-

ments in terms of changes in orientation (angle and magnitude) of distinctive facial

areas. Third, the full featured representation is embedded into a compact one by

means of pooling. Finally, a Sugeno-type adaptive Neuro Fuzzy Inference System is

used for each action unit to generate a description of the movements in the face that

xix



identifies the facial expression present in an image sequence.

For evaluating the method the CK+ database is used, it contains 327 labeled

frontal image sequences from 123 healthy subjects in which one of the seven basic

facial expressions is represented. Each sequence begins with a subject in a neutrally

affective state and ends with a facial expressions.

The proposed model discriminates facial expressions with mean accuracy of

89.04±0.91% with a maximum accuracy of 91.41±28% . Further, distinctly to cur-

rent solutions the model can also describe why is reaching such decision.



Chapter 1

Introduction

Facial expressions communicate emotions. They are practically the first thing that

we look at when interacting with someone. Facial Expression recognition Facial

Expression Recognition (FER) can be used for many applications such as security,

human-computer interaction, driver safety, and health care [24]. The study of FER

is important in areas such as psychology, neuroscience, education, or sociology [29].

In this thesis, we focus on FER through the description provided by Facial Action

Coding System FACS which beyond emotion science and because of its descriptive

power [9] it is possible to detect facial neuromuscular disorders [11].

Many studies have been made in FER, actual systems often proceed by extract-

ing features from the input image set to feed a subsequent classifier that outputs

the inferred facial expression [36], [27]. State-of-the-art algorithms in FER report

maximum accuracies in the range of 90.51±0.64%. But current solutions have fa-

vored discriminative over explicative power e.g. [24], [17] .Consequently, a general

limitation of current developments is their explicative capacities. Explicative models

go beyond predictive and discriminative models affording not only an output label

but also accompanying it with procedural mechanics. In FER, there are initial steps

in this direction [15], [18], but admittedly, there is room for improvement.
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Usually, there are two main approaches for FER [17]. The static approach is

based on local descriptors of the whole image in which a facial expression is rep-

resented. Dynamic approaches take as reference the difference between the neutral

state and the representation of a facial expression (Fig. 5.11). Another kind of

approach for facial expressions recognition problems is to use facial distinctive areas

or use the face as a whole:

• Based on facial distinctive areas: face distinctive areas(nose, mouth, eyes,

eyebrows) are detected and then each one is segmented; features for each area

are extracted to discriminate between the facial expressions. [2]

• Holistic approach: Statistical methods are used to extract features of the face

as a whole. [2]

Figure 1.1: Basic facial expressions, from left to right: angry, disgust, contempt, happy,

fear, sadness and surprise. Images taken from the CK+ dataset.[24].

[2] say that the facial expressions recognition problem is divided into four major

steps:

1. Face detection detects the face in the image.

2. Normalization, lightning, and other effects are reduced to enhance the image

quality.
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3. Feature extraction, the extraction of relevant features to describe facial expres-

sions is performed in this step.

4. Classification, in this step facial expressions, are classified by a trained model.

In this thesis, we focus on the normalization, feature extraction, and classi-

fication steps of FER problem, by using a dynamic facial expression recognition

approach of facial distinctive areas (nose, mouth, eyes, etc.) because a compari-

son gave evidence that facial expressions recognition systems with local features are

better than with global ones [15]. We take as reference the movements of facial

distinctive areas which are encoded as Action Units Action Unit (AC) [13] and then

this representation is used to describe each facial expression in terms of AU, tak-

ing advantage of the easiness provided by fuzzy inference systems to use linguistic

variables and fuzzy rules. Each facial movement is called an AU and describes the

smallest visually discriminable facial deformation.

1.1 Problem

Given an image sequence is = {I, t} where I represents a facial frontal image in

which a facial expression is shown and t represents the temporal location. Active

Appearance Models (AAM) [12] retrieve 68 coordinates pairs from the face images

describing the face shape, each one corresponding to a vertex of a face descriptors

set st = {{xi, yi, x2, y2, ..., xn, yn}, t} where x and y are coordinates of points located

over the image It. Is intended to use Facial landmarks st to recognize the following

facial expressions: anger, contempt, disgust, fear, happiness, sadness, and surprise.

The necessity of a simple and interpretable model which also can provide pro-

cedural mechanics to facial expression recognition guided us to the use of fuzzy

models. Fuzzy models with a higher number of rules usually exhibit higher accu-

racies than one with a less number (a trivial consequence of increasing the model
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parameters), but in losing simplicity, they lose the ability to explain why the model

is making a decision and are more prone to over-fitting. We thus strive to reduce

the dimensionality of the representation to generate a simpler model affording fewer

rules.

The computational problem attended in this proposal are:

1. The design of a modeling strategy to the classification of facial expressions in

terms of AU. Being an AU the smallest movement is present in the face.

2. The generation of fuzzy models with a small number of fuzzy rules.

3. The automatic generation of fuzzy rules for fuzzy modeling.

1.2 Research questions

The research questions what we are responding to are the following:

• Fuzzy models can be tapped to afford both discriminative and explicative

outcomes of facial expressions from frontal facial image sequences?

• How is it possible to recognize facial expressions using fuzzy rules over the

description of the expressions in terms of action units?

• How does Pooling helps to reduce the complexity of fuzzy models while they

keep their effectiveness?

• How is it possible to model facial expressions using an automated algorithm

for fuzzy rules generation?

• Fuzzy rule antecedent selection helps to afford discriminative power in facial

expression recognition?
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• Fuzzy rule antecedent selection before fuzzy rule generation by algorithms

allows generating low complexity fuzzy models?

1.3 Hypothesis

Under controlled conditions (negligible camera rotations or illumination changes,

absence of zooming operations and occlusions) automatically generated fuzzy rules

defined over Action Units Action Unit (AU) can exhibit a high discriminate power

between facial expressions whilst concomitantly explaining the actions of the model.

1.4 Main objective

The main goal of this research is to model facial expressions through automatically

generated fuzzy rules defined over action units based on the Facial Action Coding

System FACS.

1.5 Specific Objectives

The specific objectives are listed below:

• Design a feature representation which describes facial movements.

• Design and implement a granular fuzzy model to generate a description of the

movements in the face in terms of action units.

• Design, implement and test a granular fuzzy model for the classification of

facial expressions based on FACS.

• Optimize the parameters of the model generated.
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• Validate the model using data labeled by experts.

1.6 Contributions

As a final result of this thesis work, we obtained a granular fuzzy model for facial

expression classification. The model is the result of a proposed methodology for the

automatic generation of fuzzy rules. In addition, the main contributions of this work

are:

• A feature representation that describes the movement in the face in a compact

way.

• A feature pooling scheme of facial movement characteristics.

• Identification of action units that better describes facial expressions through

granular fuzzy models.

• A model which generates a description of the movements in the face in terms

of action units.

• A model which infers which facial expression is presented in the frontal image

sequence of the face.

• An algorithm for automatic generation of fuzzy rules with rule antecedents

selection.

1.7 Publications

The following publications have been a direct result of this research:
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• E. Morales-Vargas, C.A. Reyes-Garcia, Hayde Peregrina-Barreto, Facial ex-

pression recognition based on the dynamic of facial landmarks, 9o Congreso

Mexicano de Inteligencia Artificial COMIA 2017. Accepted 08/05/2017

• E. Morales-Vargas et al, Facial expression recognition with fuzzy explainable

models, 10 th International Workshop on Models and Analysis of Vocal Emis-

sions for Biomedical Applications MAVEBA 20017. Accepted 10/07/2017

1.8 Scope and limitations

For this work, the following facial expressions will be recognized: anger, disgust,

contempt, happiness, fear, sadness, and surprise. [31, 8, 29]

We focus on facial expressions recognition. We do not attempt to validate or

evaluate any model for action unit recognition.

We do not intend to give conclusive explanations in the areas of anatomy,

psychology, or neuroscience on the interpretable results of the models.

Our model is limited to a dataset of images taken into a controlled environment

without the interference of illumination and facial occlusions. We part from facial

landmarks contained in the dataset, we do not intend to obtain any other facial

landmarks.

1.9 Document structure

This work is composed of six chapters which are briefly described below. In chapter

two, the theoretical framework, and the main concepts that serve to understand and

give support to this thesis work are presented. In chapter three, the state of the

art, and the review of works related to the research project are shown. In chapter
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four, the proposed solution is presented. In chapter five, the experiments and results

obtained are shown, and finally, in chapter six, conclusions and future work, we talk

about some conclusions that we obtain after the completion of the research.
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Chapter 2

Theoretical framework

In this chapter are presented some basic concepts which are used in the document

such as, among others. The following sections briefly describe each concept.

2.1 Facial Action Coding System FACS

The FACS [9], [14], [13] specifies 9 action units in the upper face and 18 in the lower

face. In addition, there are more movements not related to facial expressions. Each

facial movement is called Action Unit and describes the smallest visually discrim-

inable facial deformation. FACS is used to name facial movements and is a standard

to classify the facial expression of emotion through rules. By using FACS, human

experts can detect and encode basic emotions by observing Action Units presented

on the face.

In the facial expression description, in terms of action units, only are considered

the movements of the upper and lower face. In Table 2.1 AU related to facial

expressions are shown.
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Table 2.1: Action Units and his corresponding movement

AU Movement AU Movement

0 Neutral state 14 Dimpler

1 Inner brow raiser 15 Lip corner depressor

2 Outer brow raiser 16 Lower lip depressor

4 Brow lowerer 17 Chin raiser

5 Upper lid raiser 18 Lip puckerer

6 Cheek raiser 20 Lip stretcher

7 Lid tightener 22 Lip funneler

9 Nose wrinkler 23 Lip tightener

10 Upper lip raiser 24 Lips pressor

11 Nasolabial deepener 25 Lips parted

12 Lip corner puller 26 Jaw drop

13 Cheek puffer 27 Mouth stretch

2.2 Active appearance Models

Active Appearance Models [12] have been used in areas such as anthropology or

computer sciences [24] to explain images by generating a model conformed by coor-

dinates fitted to a shape of the picture which is going to be explained. Fitting an

AAM to an image consists of minimizing the error between the input image and the

closest model instance solving a nonlinear optimization problem (2.1). The usual

approach is to use an iterative algorithm to solve the parameters for incremental

additive updates in order to match the generated model and the input image (See

Fig. 2.1 [25]).

A facial model in a 2D space is a triangulated shape s = [x1, y1, x2, y2..., xn, yn]

where x and y are coordinates in an image [24]. Suppose that given an input image

10



(a) Initialization (b) Matching

Figure 2.1: Matching between a face model and an image

I(z) that is wanted to be fitted by an AAM and that is known the optimal shape

p and appearance δ parameters for the fit. This means that the image I(z) and

the model instance M(W (z; p)) = A(z) must be similar. The fitting process is

related to minimize the error between I(z) and M(W (z; p)) = A(z). There are two

coordinate frames in which the error can be computed, the coordinate frame of I

and the coordinate frame of the AAM.

2.3 Affine transformations

An affine transformation is a linear mapping method of the euclidean plane. F , is

a mapping that maps each point X to a point F (x) defined by F (x) = AX [5].

Affine transformations are widely used to correct geometric distortions in images or

landmarks. Affine transformations preserve the shape, for example, a set of parallel

lines remain parallel after an affine transformation.

F (X) =


a1,1 a1,2 a1,3

a2,1 a2,2 a2,3

0 0 1

X (2.1)
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Affine transformations can be used in an n-dimensional space. The following

equations show the most widely used affine transformations: Eq. 2.2 being the

rotation, Eq. is the 2.3 translation and Eq. 2.4 the scale on a 2-dimensional space.

[x, y] =


cos(an) cos(an) 0

− sin(an) cos(an) 0

0 0 1

[
x y

]
(2.2)

[x, y] =


1 0 0

0 1 0

∆x ∆y 1

[
x y

]
(2.3)

[x, y] =


sx 0 0

0 sy 0

0 0 1

[
x y

]
(2.4)

Where: x and y are coordinates in a euclidean space. In our application x and

y are coordinates defining the facial shape. an defines the rotation angle. ∆x and

∆Y specifies the displacement in the x and y axes. Finally, sx and sy are the scale

factor for x and y axes respectively.

2.4 Procrustes analysis

Procrustes analysis (PA), also known as Procrustes superimposition, has been used

for shape analysis with various applications [12]. Procrustes Analysis Procrustes

Analysis (PA) superimposes shapes by optimally translating, rotating and uniformly

scaling objects [25], [26]. Procrustes Analysis mitigate geometric distortions in im-

ages or landmarks using affine transformations by minimizing the distance between

two shapes using an error function. Procrustes analysis is divided into three steps:
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1. A translation puts the centroid of all the analyzed shapes at a converging point

2. A rescaling gives all shapes a centroid size of 1

3. A rotation is performed iteratively so that the distances between all shapes is

minimized

In Fig. 2.2 the graphical representation of the three superimposition steps is

depicted. First, in 4.3a the original coordinates before the process is shown. In

Fig. 2.2b a representation of a translation that put the centroid of both triangles

at a converging point. Then a scale set the centroid size to 1 in Fig. 2.2c. Finally,

rotations are performed so that the minimum distance between the two triangles is

found (Fig. 2.2d).

(a) Landmarks (b) Translation (c) Scale (d) Rotation

Figure 2.2: Graphical representation of Procrustes superimposition process, image taken

from [37]

2.5 Fuzzy logic

Fuzzy logic is the formalization proposed to handle semantic and subjective ambi-

guity developed by Lofti Zadeh in 1965. In classical logic, an element of a set either

belongs or does not belongs to a set. In fuzzy theory the same element belongs

with a certain grade to a set in the interval [0,1]. The principal difference between
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boolean and fuzzy sets consists of the addition of a characteristic function that map

all the elements of the fuzzy set into values between 0 and 1; this function is called

membership function µf . In the particular case in which the function µf contains

the restriction to either values 0 or 1, then this set is reduced to a boolean one [1]

(a) Crisp values (b) Fuzzy values

Figure 2.3: Upper metric correspond to the range of logical values for the example and

lower metric illustrate the limits. [35]

A classic example consists on to label subjects into the set ”high” taking into

account the height of each subject. In boolean logic, it is necessary to establish a

lower limit (ex. 1.75 m.), when this limit is passed the subject is labeled as ”high”.

Besides, in the fuzzy set, the membership is gradual.

As can be seen in table 2.2 the difference between boolean logic and fuzzy logic

lies in the membership of an element of a set. In the case of boolean logic, always a

value of 0 or 1 describes this membership. In the case of fuzzy logic, values between

[0,1] are used to describe this membership.

2.5.1 Fuzzy sets

Let u = X be the universe or set of all the possible elements for a model. A

fuzzy subset F or either for simplicity called fuzzy set defined in the universe U

is characterized by a membership function µF (x) which maps all the elements of a

domain or universe with values in the interval [0, 1], F : X ⇒ [0, 1]. Membership
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Table 2.2: Fuzzy logic and Boolean logic comparison

Subject Height Boolean logic Fuzzy logic

Andrea 2.05 m 1 1.00

Pedro 1.96 m. 1 1.00

Luis 1.80 m. 1 .85

Jesus 1.75 m, 0 .75

Carlos 1.70 m 0 .40

values change between 0 and 1, where 0 denotes that the element x absolutely does

not belong to F and the closer to 1, the more is the membership of the object x to

F set

Figure 2.4: Graphic representation of fuzzy set components

Let be X a set of elements x. A fuzzy set F is a collection of ordered pairs

x, µF (x), for x∈X. where X is the universe and µA : x → [0, 1], this is a common

notation when X is countable and is represented as A = µA(x1)/x1 + µA(x2)/x2 +

...+ µA(xn)/xn.
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2.5.2 Linguistic variable

Linguistic variables are used every day to express the importance of an entity and

its context, for example, it represents an opinion independent of the measuring

system and it has information that most listeners will understand. A linguistic

variable means a variable whose values are words or sentences in a natural or artificial

language. For example, ”movement” is a linguistic variable if its values are linguistic

rather than numerical, slow movement, medium movement, quick movement, etc.,

rather than 0.1, .5 or 1. [39]. Basically, a linguistic variable, is ”whose values are

words or sentences in a natural or artificial language”. Formally, a linguist variable

is a 4-tuple (T,X,G,M) where T is a set of natural language terms called linguistic

values, X is the universe, G is a context used to generate elements of T, and M is

a mapping from T to the fuzzy subsets of X [1].

For example, x being an element of the universe X:

T = {small,medium, large, ...}, X = [0, 250]

M is a mapping, in this example we will examine M for medium.

µA(x) =


0 if, x ≤ 170,

x−170
15

if, 170 < x ≤ 185,

1 if, 185 < x.

2.5.3 Fuzzy rules

Rules are used commonly in knowledge representation. They can be defined as an

IF-THEN structure that relates given information or facts. A rule proves some

description of how to solve a problem or to model some knowledge.

Rules consist of two parts, the IF also known as the antecedent, and the THEN,

known as the consequent.
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IF <antecedent>

THEN <consequent>

A rule can have multiple antecedents joined by the keywords AND, OR and

its use implies conjunction or disjunction respectively

IF <antecedent 1>

AND <antecedent 2>

OR < antecedent 3>

...

THEN <consequent>

In fuzzy systems there are fuzzy rules, the general form of fuzzy rules is:

antecedent consequent

IF ui is A1 AND u2 is A2 THEN y is B

Where u is a crisp input from the universe, y is a linguistic variable, A and

B are linguistic values determined by fuzzy sets. Fuzzy rules are a key tool for

expressing pieces of knowledge in fuzzy logic. Let’s consider the following rule IF

x ∈ A THEN y inB where A and B are ordinary subsets and x and y are variables

in the universe U. The rule IF µa(x) = 1 THEN µ(y) = 1 provides a description of

a relationship between x and y only in a particular case where µa(x) = 1, is seen

that the consequent if crisp. Fuzzy rules are rules whose antecedents, consequences

or both are fuzzy rather than crisp.

2.6 Granularity

In fuzzy logic, everything is allowed to be granulated. An information granule is a

clump of attribute-values drawn together by similarity, proximity, or functionality
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[40]. Graduated granulation is inspired by the way in which humans deal with

complexity and imprecision and may be viewed as a form of information compression

of variables and input/output relations. Informally, a human face can be clustered

in granules or distinctive areas, such as eyes, mouth or eyebrows, and the eyebrows

can be divided into inner and outer eyebrows, this is an example of granularity levels

where each granule contains its own information and characteristics.

More specifically, consider a variable x which takes values in U . Let u be a

value of x. Informally, if u is known precisely, then u is referred to as a singular point

value of x, if x is not known precisely but the is some information that constrains

possible values of u, then the constraint of u defines a granular value of x. A granular

variable is a variable that takes granular values, in this sense, a linguistic variable is

a granular variable that carries linguistic labels. For instance, fuzzy clustering allows

generating of granular variables to model the possible values of u. A granule can be

defined as a cluster or a membership function, moreover, a granule is a formalization

of a hyperbox. A hyperbox is a region in the decision space.

(a) Function

If X is small then Y is small

if X is medium then Y is medium

if X is large then Y is small

(b) Fuzzy rules

Figure 2.5: Granulation of a function using three granules, the number of granules can

impact in the generalization capabilities of the model [34].
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2.6.1 Fuzzy models

Fuzzy models are widely used because they have a lot of applications [39]. Mathe-

matically, a standard fuzzy system is a static nonlinear mapping between its inputs

and outputs. It is assumed that the fuzzy systems have inputs ui ∈ Ui where

i = 1, 2, ...,m, the inputs and outputs are crisp, that is, they are real numbers not

fuzzy sets. Fuzzy models are practically composed of three blocks, the fuzzifica-

tion block, the inference mechanism, and the defuzzification block. The fuzzification

block converts the crisp inputs to fuzzy sets, the inference mechanism uses the fuzzy

rules in the rule-base to produce fuzzy conclusions, and the defuzzification block

converts these fuzzy conclusions into the crisp outputs [30].

Figure 2.6: Composition of fuzzy models. Fuzzy models are composed by three blocks:

Fuzzyfication block, inference mechanism, and defuzzification block.

The principal difference between Mamdani type FIS and Sugeno type FIS is

the way the crisp output is generated from the fuzzy inputs [16]. Sugeno-type FIS

uses the weighted average result of fuzzy rules to compute the crisp output. On

the other hand, Mamdani-type FIS uses a deffuzification method. The most used

fuzzy models are Mamdani and Takagi-Sugeno Fuzzy Inference Systems. Mamdani

type is the most used to describe expert knowledge. Moreover, the Sugeno type is

computationally more effective and works well fitting functions.
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2.7 Fuzzy clustering

Clustering algorithms are grouping methods for a dataset using some similarity or

distance criterion defined through one operation or function. Fuzzy clustering is a

kind of clustering in which each element of the set has a membership grade to the

groups. In this section, some fuzzy clustering algorithms are briefly described.

2.7.1 Fuzzy c-means

Fuzzy c-means algorithm is a fuzzy clustering technique which part a data set X =

{x1, x2, ..., xn} into groups also called clusters C = {c1, c2, ...ccn}, in which is obtained

for each data point of the data set a partition matrix W =i,j∈ [0, 1], i = 1, ..., n, j− =

1, ..., cn where each element wi,j denotes the membership degree to which element

xi belongs to each cluster cj . There are a large number of modifications to this

algorithm but the base algorithm is the same: use the data points of the dataset to

iteratively optimize an objective function (Eq. 2.5), [6].

Jm(U, v) =
c∑

i=1

n∑
k=1

(uik)
md2ik + a

c∑
i=1

n∑
k=1

(uik − fik)
md2ik (2.5)

Where:

U fuzzy partition matrix

v group centers matrix

uik fuzzy membership value for i-th data point with a value between 0 and 1

dik distance for the k-th data point with the i-th data center

fik membership value of the data point member of the i-th group

c Number of clusters

n Number of data points

The a coefficient denotes the scale factor and m the diffusion factor. a role
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consists into keep a balance between supervised and no supervised components in

the optimization mechanism, m controls diffusions level in the classification. For

this parameters the most used values are m = 2 and a = L/n where L equals to the

size of the labeled samples. Function Jm can take a bigger number of values and it

is associated with the best grouping.

2.7.2 Subtractive Clustering

Subtractive clustering was proposed in [21]. For this algorithm, the training data

set Z is normalized into values in the range [0,1] for each dimension. The algorithm

is based on selecting the data point with the best cluster potential P ∗
j which is

calculated taking into account the distance with all the other data points.

P ∗
i =

n∑
j=1

e−α∥xi−xj∥2 (2.6)

Where:

α =
γ

γa
(2.7)

Where:

P ∗
i cluster potential value for the i-th value of the training data set

γa weight between i-th and j-th data point

x data point

γ is variable, commonly set 4

γa positive constant called cluster radius

The potential of a data point to be a cluster center is higher when more data

points are closer, consequently, small groups of points can generate a certain number

of cluster to represent them. The data point with the highest potential, denoted by
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P ∗
i is considered as the first cluster center c1 = (d1, e1). The potential is then

recalculated for all other points excluding the influence of the first cluster center

according to:

P ∗
i = P ∗

i − P ∗
k ζ (2.8)

Where:

ζ = e−β∥xi−ck∥ (2.9)

β =
4

γ2
b

(2.10)

γb = γaxη (2.11)

P ∗
i new potential value for the i-th data point

P ∗
k potential value as a cluster center

c cluster center of data

β weight of i-th data point to the cluster center

γi distance between the cluster center

η diffusion factor

Again, the data point with the highest potential P ∗
k is considered to be the

next cluster center ck if:
dmin

γa
+

P ∗
k

P ∗
1

≥ 1 (2.12)

Finally, the clustering end if the following condition is fulfilled.

P ∗
k < ϵP ∗

i (2.13)

Where: ϵ is the reject ratio.

Equation 2.14 is the common form of subtractive clustering

µik
j = e−α∥xi

j−ckj ∥2 (2.14)
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2.8 Takagi-Sugeno Fuzzy Inference System

2.9 Pooling

In general terms, the objective of pooling is to transform a feature representation into

a compact representation that preserves important information [7]. Pooling features

of a neighborhood creates invariance to changes and reduce the dimensionality of the

feature representation. The pooling operation is typically a sum, an average, max,

or some other user-defined operation. Some well-known works that use pooling are

Scale Invariant Feature Transform (SIFT), and Histogram of Oriented Gradients

(HOG), among others, [23]. Equation 2.15 show the average pooling operation and

in equation 2.16 the max operation can be seen. The most difficult decision to pool

features consists on identifying which features belong to a certain group and selecting

the operation to be used in the input space [19].

fp(v) =
1

p

p∑
i=1

vi (2.15)

fm = maxivi (2.16)
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Chapter 3

Related work

In this chapter, some works related to this thesis are presented. Basically, the

works described have two interesting features: the models have the capability to

be explainable or the feature extraction describes the movement presented in facial

distinctive areas.

[15] proposed a facial expression recognition system using facial distinctive

areas and fuzzy logic on the JAFFE dataset. The authors proposed a method

consisting of two major steps: facial feature extraction and classification based on

a fuzzy rule-based system. The facial features extraction step consists of applying

horizontal integral projection on the original binary image using Eq. 3.1, and later

vertical integral projection is applied using the horizontal projection. The abscissa

axis of the eyebrow, eyes, and mouth is identified, and the vertical integral projection

indicates the ordinate axis of the eyes and the mouth areas. In this way, the facial

distinctive areas are identified by using Bezier curves to model smooth curves because

the original integral projection curves are irregular.

H(y) =
1

X2 −X1

Y 2∑
x=X1

I(x, y) (3.1)

25



V (X) =
1

y2 − y1

X2∑
y=Y 1

I(x, y) (3.2)

(a) Horizontal integral projection (b) Vertical integral projection

Figure 3.1: Horizontal and vertical integral projections.

Then, considering three facial distinctive areas (eyes, eyebrows, and mouth)

the appearance of these elements is used as input for a fuzzy model. The encoded

measurements are the following: opening for eyes and mouth,constriction of eyebrow

and mouth. Three fuzzy sets (low, moderate and high) were used with Gaussian

membership functions. The number of rules generated were of 565 for this task.

Below two sample rules presented in the work are shown.

• IF eye opening is very high AND eyebrow constriction is very low AND mouth

opening IS very high AND mouth constriction IS low THEN Surprise

• IF eye opening is very LOW AND eyebrow constriction is very hight AND

mouth opening IS very low AND mouth constriction IS hight THEN Disgust

Besides than obtaining a fuzzy model (Fig. 3.2 with an accuracy of 96.42% for

the JAFFE dataset, the ”thoughts” of the model can be interpreted. Interpretability

is a desired characteristic for today’s systems, even so, a limited number of facial

appearances can be inferred from his rules.

Another facial expression recognition system, in where local features are ex-

tracted from the whole image, is the one presented in [18]. This system consists

26



Figure 3.2: Model overview proposed in [15]

of 4 modules: preprocessing, region extraction, feature extraction, and expression

recognition based on a Mamdani fuzzy inference system.

Figure 3.3: Model overview proposed in [18]

First, in the preprocessing module, the face is extracted from the background

and scaled to a predetermined size. Later, 9 basic lines for the region extraction

which carry a semantic significance were defined ( Fig. 3.4b). Next, these lines

are used to extract the region associated with each one with the aim of extracting

distinctive facial areas. Then, algorithms were designed for finding facial actions in
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each distinctive area; it is not mentioned which algorithms were used. The facial

action elements considered for expression output were eyebrows, forehead, nose,

chin, teeth, cheeks, and lips. States of these facial elements act as input to the fuzzy

system shown in Fig. 3.3

(a) Image Lines for

region extraction

No. Semantic significance

1 Eyebrows top

2 Face middle

3 Eyes top

4 Eyes bottom

5 Eyes inner corner

6 Face middle

7 Lips outer corner

8 Lips bottom

9 Lips top

(b) Lines for region extraction

Figure 3.4: Image and lines for region extraction, figure and table taken from [18]

This fuzzy model [18] can also explain some actions presented in the face, such

as the openness of the eyes or the stretch of the eyebrows, obtaining an average

accuracy of 87.5% for six facial expressions.

[24] presented a dataset containing 327 image sequences for action units and

facial expressions recognition, each sequence contains the representation of a facial

expression and is labeled with the present action units and their respective inten-

sity. Through AAM, a set of 68 coordinates describing the face are obtained, each

one representing a vertex of a shape called hereafter facial landmark. After fa-

cial landmarks were got, a normalization step where noise caused by location, size,

and orientation is reduced using Procrustes superimposition, is followed. Similarity

Normalized Shape (SPTS) is obtained and it refers to the abscissa and ordinate
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coordinates corresponding to the 68 vertex points, i. e., a 136 dimensional feature

vector. The Action Unit 0 (AU0) normalization was used in these coordinates and it

consists of subtracting the features of the first frame (neutral state) from the image

sequence. Also, Canonical Normalized Appearance (CAPP) features were extracted

by applying a piece-wise affine warp on each triangle path appearance in the source

image so that it aligns with the base face shape resulting in an 87 x 93 synthesized

grayscale image. The best-reported accuracy obtained for the combination of both

features was 88%.

Figure 3.5: Block diagram of the system proposed in [24]. The face is tracked using an

AAM and from this they get features for classification (SPTS and CAPP) using a linear

Support Vector Machine. SVM

Moreover, [17] proposed a simple descriptor based on capture the angles ob-

tained trough the selection of three facial landmarks in a location. This is a size

invariant approach given that only it is measured the variation of facial movement.

The used descriptor can only have three discrete values given by the difference in

magnitude of the movement between the facial expression state and the neutral

state (Eq. 3.3). The best-reported accuracy was of 86% using 560 angles of the

5,000 possible combinations employing 68 facial landmarks.
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fli,l2,l3(t) =


−1 if dli,l2,l3(t) < −θ

0 if ∥dli,l2,l3(t)∥ ≤ θ

+1 if dli,l2,l3(t) > θ

(3.3)

Where:

dli,l2,l3(t) = ali,l2,l3(t)− ali,l2,l3(t− T )

ali,l2,l3 Angle, where l1 landmark as the central point l2, l3 extreme points

θ threshold that validates an angle change as significant

(a) Neutral state (b) Angle change

Figure 3.6: Angle change in the mouth triangle. In this sequence surprise is represented.

Images taken from [17]

Some works were presented with a global approach for facial feature extraction,

[22] used local binary patterns as a pattern to classify the facial expressions, [27]

proposed a fuzzy local binary pattern descriptor for facial expression recognition

using the CK+ dataset. Also works with cross dataset testing were presented, [41]

evaluated the generalization of a model training with 6 or 7 databases and testing

with the missing one. On the other hand, [3] evaluated their model training with

one database and testing with another one with a method based on HOG features.

On the other hand, [43] used facial landmarks with a manifold approach for the

recognition of facial expressions, and [38] used features of regions of interest from

the face with Convolutional Neural Networks.

Some work related to facial landmarks extraction was presented, Open face is
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an open source analysis toolkit presented in [4]. it contains an algorithm to facial

landmarks extraction based on HOG features. Also [33] proposed an algorithm based

on HOG features. the difference lies in a windowed analysis.

3.1 Discussion

The works related to the proposed methodology are summarized in Table 5.8. As can

be seen, different approaches have been proposed for facial expression recognition.

In this case, there are two main general approaches: static and dynamic. But also

different kinds of works can be found, the ones which are explainable.

Table 3.1: State of the art for facial expression recognition

Work Task Approach Landmarks Interpretable

[24] FER holistic yes no

[17] FER holistic no no

[18] FER ROI yes yes

[15] FER ROI yes yes

[27] FER holistic no -

[22] FER ROI no no

[4] FER - - -

[33] FER - - -

[43] FER yes no

[3] FER holistic no no

[41] FER holistic no no

[38] FER ROI no no

Proposed FER ROI yes yes

[24] presented three methodologies based on a dynamic approach. The first

two use facial landmarks to obtain the movement or deformations in the following
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an SVM classification obtaining an accuracy of 0.64 for the SPTS features and an

accuracy of 0.8 for the CAPP features. Later, an assembly of these two classifiers

was made resulting in the improvement of the accuracy, obtaining an 0.88 for S+C.

On the other hand, [17] proposed two approaches. The first one is based on the

dynamic of 560 angles formed by 68 landmark points and uses Conditional Random

Fields as classifiers. The second approach proposes a method that uses Oriented

Fast and Rotated BRIEF (ORB) with SVM obtaining an accuracy of 0.86 and 0.92,

respectively. Although most of the dynamic approaches capture the movement of

the face, they do not focus on explaining what is happening in the sequence. For

example, if it is found any movement in the eyes or the mouth. The exception are

the works presented in [18] and [15]. In these works, a number of states for each

distinctive facial area are used to identify the represented facial expression. [18]

uses a Mamdani Fuzzy System to model facial states obtaining an accuracy of 0.96.

Finally, [15] extract regions in the face in order to explain the states of each one;

the studies reported accuracy of 0.87. Explicative models go beyond predictive and

discriminative models in trying to afford not only an output label but also accompany

it with procedural mechanics. In facial expressions recognition, there are initial steps

in this direction. The solutions in [15] or [18] using the advantages of fuzzy models

explained the resolved decisions with a limited number of actions. Admittedly there

is room for improvement.
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Chapter 4

Proposed solution

We proposed a methodology for facial expression recognition divided into three steps:

facial landmarks alignment, feature extraction, and classification.

Is often convenient that descriptors of facial expressions are invariant to scale,

orientation and translation, for this reason, is needed to remove the size, orientation,

and location of the shape. Procrustes analysis is one method used in the literature for

this task [24],[12]. We proposed a heuristic method based on affine transformations

to perform this step.

The next step consists on extract features that describe the movements in the

face. The basic feature representation consists of the concatenation of the intensity,

angle orientation of facial landmarks, and size changes in facial distinctive areas

(such as eyes or mouth). Later, the basic representation is pooled to generate a

simple and compact one, this allows to reduce the complexity of the Fuzzy Inference

Systems used to predict which facial expression is present in a sequence. Finally,

one Sugeno Adaptive Neuro-Fuzzy Inference System (ANFIS) is trained for each AU.

Then, the set of systems is used to describe the facial movements of each sequence

in terms of AU’s to generate the final descriptor set.
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The generation of fuzzy rules for facial expression recognition is through a

modification of an algorithm proposed in [32] and ANFIS training. The enhancement

consists of the selection of antecedent rule before the rule generation, this allows the

generation of a simple model with few rules with a direct impact on the effectiveness

of the model. Also, the algorithm was modified to assign a semantic to each rule,

facilitating interpretation. Such semantics assignment was made by partitioning the

membership range [0,1].

The proposed methodology is shown in the algorithm 1.

Algorithm 1 Facial expression recognition modeling with fuzzy rules over action units

Require: A set of facial landmarks st = {{xi, yi, x2, y2, ..., xn, yn}, t}

Ensure: A membership value µau for each considered action unit, a membership value

µfe for each facial expression.

1: procedure FERFAU( st )

2: nls← LandmarksAlignment(st) ▷ Facial landmarks alignment

3: BasicCar ← FeatureExtraction(nls) ▷ Feature extraction starts from here

4: PooledCar ← Pooling(BasicCar)

5: for each action unit do

6: au models← FuzzyModeling(PooledCar)

7: end for

8: µau ← FuzzyModelsEvaluation(au models)

9: for each facial expression do ▷ Classification starts from here

10: fe models← FuzzyModeling(mau)

11: end for

12: µfe ← FuzzyModelsEvaluation(fe models)

13: end procedure
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4.1 Facial landmarks alignment

AAM and others algorithms to identify facial landmarks, retrieve 68 coordinates

pairs st = {{xi, y1, y1, y2, ..., x68, y68}, t} from the face images describing the face

shape, each one corresponding to a vertex of a face descriptor set for each image I of

the image sequence is = {I, t}. When is required to compare two sets of facial land-

marks, one method to align the face shape stt=0 with stt̸=0 is Procrustes Analysis

PA [12], [10]. PA superimposes shapes by optimally translating, rotating, and uni-

formly scaling objects. PA mitigates geometric distortions in images or landmarks in

terms of affine transformations. Although, PA is highly sensitive to noise, geometric

distortions, and outliers values. When a facial expression is represented usually a

geometric distortion happens, thus, PA could not be the best choice to align facial

landmarks.

Figure 4.1: Graphical representation of the two facial landmarks alignment Processes

Facial landmarks are aligned to reduce the noise in the system using a heuris-

tic method based on affine transformations, ensuring invariance to scale, orientation

and translation. The full process is depicted in Fig. 4.1. To align facial landmarks,
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first, shape values are normalized between [0,1]. Later, to maintain the deformations

caused by facial movement a correction is performed. There are two variants for per-

forming the proposed method; The first variation of the facial landmarks alignment

method consists of a size variation correction in terms of the neutral state. In the

case of the first variation, the max size of the neutral state is used in all landmarks to

perform the normalization between [0,1] instead of the individual size of each land-

mark set for a given time t of the landmarks set st. The second variation consists

on obtain the aspect ratio of the face ar = vms
hms

, vms being the vertical size of the

face and hms being the horizontal size of the face.

The proposed heuristics are shown in Algorithm 2.

Algorithm 2 Facial landmarks alignment

Require: A set of facial landmarks st = {xi, yi, x2, y2, ..., xn, yn, t}, facial reference

points r = {x1, , y1, ..., xn, yn}|r ⊂ s

Ensure: An alignment set of facial landmarks as = {xi, yi, x2, y2, ..., xn, yn, t}

1: procedure AMAR( S,r )

2: s← Rotation of landmarks to align horizontally eye canthus

3: AspectRatio← ObtainAspectRatio(s, ns)

4: ns← LandmarksNormalization(s) ▷ Normalization in the range [0,1]

5: as←Multiplication of AspectRatio with ns ▷ Correction of face sizes

6: ns← Superimposition of the neutral state by affine translations

7: end procedure

8: procedure AITNS( S,r )

9: s← Rotation of landmarks to align horizontally eye canthus

10: sz ←Max size of the neutral state

11: ns← LandmarksNormalization(s, sz) ▷ Normalization between [0,1]

12: as← Superimposition of the neutral state by affine translations

13: end procedure
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4.2 Feature extraction

The performance of a predictive model is often dependent on the chosen represen-

tation for data [15]. Choosing an appropriate representation is relevant to boosting

classification rates. In this chapter, the proposed representation is described. The

proposed representation consists of three steps.

First, the magnitude and orientation angle of each facial landmark between

the facial landmark final frame where t = f and the initial frame where t = 0

of a i-th sample are computed and concatenated in the following tuple moi =

[m1, o1,m2,m2, ...,mn, on]. where f represents the final frame of the i-th image

sequence, mi and oi are the magnitude and orientation of the movement of the i-th

sample respectively, with n being the number of landmarks. Then a triangulated

shape of the facial landmarks obtained from [24] was used to obtain a new vector

with the area of each triangle ac = [a1, a2, , ..., aj] with j being the number of trian-

gles. Finally, mo and ac are concatenated to obtain a raw 243-dimensional feature

vector bri = [mo, ac]. The feature vector is subsequently pooled to obtain a compact

representation.

4.2.1 Methodology

After facial landmarks alignment, is possible to subtract the neutral state from the

facial expression, this is called AU0 normalization and is related to obtaining the

displacements of facial landmarks in an image sequence. Given a set of landmarks

st = {{xi, yi, x2, y2, ..., xn, yn}, t} AU0 normalization consists on the subtraction of

the coordinates between the final frame tf and the initial frame t0, f being the num-

ber of frames of an image sequence is. Using the displacements of facial landmarks

dxi and dyi the movement magnitude mi =
√

(dxi)2 + (dyi)2) and the movement

direction di = tan−1(dxi

dyi
) for each facial landmark i is calculated.
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Figure 4.2: Movement magnitude and orientation of facial landmarks for a surprise repre-

sentation

A triangulated shape ts = {a1, b1, c1, a2, b2, c2, ..., an, bn, cn} was obtained from

[24] and it describes facial shape in triangles. The triangulated shape is defined by

where a, b and c are vertexes of a triangle. In Fig. 4.3 the used triangulated shape

is shown. Using the triangulated shape the change in the size of facial distinctive

areas is calculated. To calculate the change in size first the area of the i triangle

for the neutral state is computed (where t = 0), then the same process is performed

with the facial landmarks of the facial expression (where t = f), f being the number

of the final frame of an image sequence.

(a) Neutral state (b) Facial expression state

Figure 4.3: Triangulated shape shown in [24]

The number of possible rules generated using the basic feature representation

can be obtained with the factorial of the number of features (which is 243!). Fuzzy

models with a higher number of rules usually exhibit higher accuracies than one with

a less number (a trivial consequence of increasing the model parameters), but in

losing simplicity, they lose the ability to explain why the model is making a decision
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and are more prone to overfilling. We thus strive to reduce the dimensionality

of the representation to generate a simpler model affording fewer rules. Given a

chosen endpoint, many automatic strategies can search for optimal or suboptimal

representations (like genetic algorithms). However, given our interest, we opted for

a manual exploration of the data. Following this exploration, distinctive areas of

the face were manually chosen. Magnitude and orientation: [Inner eyebrow, Outer

eyebrow, eyelids, nose, upper lip, lower lip, right corner lip, left corner lip, jaw, Lips

corners] Areas: [eyes, mouth]. A pooling operation then aggregates the selected local

descriptors into a subset of the feature representation describing one facial distinctive

area. The original 243-dimensional basic representation br is thus reduced to a 22-

dimensional representation in which 20(=10x2) values are related to the magnitude

and orientation of facial landmarks displacement mo and 2 to the size of the area

change ac. Two pooling operations were taking into account to embed the features

due its simplicity: average pooling PooledCari = 1
p

∑p
i=1 vi and the max pooling

PooledCari = max(vi) where i is the i-th described distinctive area and vi is a

subset of facial landmarks related to the facial area being embedded. Using the

pooled vector PooledCar, a fuzzy model is trained for each AU. Then, the set of

systems is used to describe the facial movements of each sequence in terms of AU’s

obtaining a feature vector µau with a membership value for each AU. Algorithm 3

describes the feature extraction process.
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Algorithm 3 Feature representation

Require: A set of normalized facial landmarks ns = {{xi, yi, x2, y2, ..., xn, yn}, t}, a

triangulated shape ts = {x1, y1, z1, x2, y2, z2, ..., xn, yn, zn}

Ensure: A representation describing facial movements µau

1: procedure MAR( ns )

2: f ← cardinality of ns

3: for i← 1 , number of landmarks do

4: dxi ← xi,t=f − xi,t=0

5: dyi ← yi,t=f − yi,t=0

6: mi ← Distance(dxi, dyi) ▷ mi =
√

(dxi)2 + (dyi)2)

7: oi ← Angle(dxi, dyi) ▷ di = tan−1(dxi

dyi
)

8: mo← concatenation of br, mi and oi

9: end for

10: for i← number of triangles in the triangulated shape ts do

11: ati,0 ← area of the i triangle formed by ns facial landmarks of time 0

12: ati,f ← area of the i triangle formed by ns facial landmarks of time f

13: ai ← ati,f − ati,0

14: end for

15: end procedure

16: br ← concatenation of mo and a

17: for i← 1, manually chosen facial distinctive areas do

18: PooledCari ← Pooling(v ⊂ br) ▷ pci =
1
p

∑p
i=1 vi ∨max(vi)

19: end for

20: for each action unit do

21: au models← FuzzyModeling(PooledCar)

22: end for

23: µau ← FuzzyModelsEvaluation(au models)
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4.3 Fuzzy rules generation

The final stage of the model is the classifier considering both the classification and

explanation of the labeling. Knowledge is generated using granular fuzzy models in

which the information is represented by hyperboxes. A hyperbox is a region of the

decision space and can be viewed as a cluster obtained from a clustering operation.

For the classification, a Takagi-Sugeno fuzzy inference system is used due to its

extended flexibility in system design over the Mamdani fuzzy inference systems [16].

A Takagi-Sugeno model is generated using a modified rule generation algorithm [32]

which consists in two steps: hyperboxes generation and rule generation. A Gaussian

membership function was used for the hyperboxes. One fuzzy rule is obtained for

each cluster obtained through a clustering operation and its standard deviation. The

algorithm for fuzzy rule generation was modified here to assign semantics to each rule

facilitating interpretation. Such semantics assignment was made by partitioning the

membership range [0,1]. For each subset of the partition, semantics is assigned (very

weak, weak, medium, strong, and very strong presence). Here we have parameters

δau and δexp for the AU and facial expression models respectively. Usually, fuzzy

rule generation algorithms include a rule selection phase. The rule selection phase

is related to reducing the complexity of the model with less accuracy reduction.

Usually, the set of fuzzy rules generated contains useless rules, counterproductive

rules, or contradictory rules which are needed to extract from the fuzzy rules set.

Due to a large number of possible rules, fuzzy rule selection, in general, takes a lot

of time to perform. Our fuzzy rule generation algorithm previously the clustering

and rule generation phase to perform a rule antecedent selection. With the rule

antecedent selection, we intend to reduce the number of rules generated and the

complexity of the model. By reducing the complexity of the model, it does not lose

the ability to explain why it is making a decision. In the case of our model, two

ways to select rule antecedents were used: 1) Manual exploration of the data for
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AU model generation. In this case, the antecedents were selected for each AU (only

the landmarks related to each AU. 2) Sequential Feature Selection to select features

with a higher impact on classification rates.

Algorithm 4 Fuzzy rule generation algorithm with antecedent selection

Require: A vector of features fvi = [f1, f2, ..., fn, c], where n is the number of features,

c the sample class and i the sample number.

Ensure: A fuzzy model

1: procedure FRGAS( ns )

2: for each distinct class c in fv do

3: ac ← AntecedentSelection(c) ▷ Antecedent selection for each class

4: clc =Clustering(sfv|sfv ⊂ fv, given by the selected parameters ai )

5: for each cluster cn with their standard deviation cd in clc do

6: frcd ← FuzzyGaussianRule(cn,cl)

7: frcd ← SemanticAssigment(frcd)

8: A new rule frcd is added to FuzzyModel

9: end for

10: end for

11: end procedure
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Chapter 5

Experiments and results

In this chapter, we will present the results obtained during the research. Section 5.1

describe the data sets used. The section , describes describes the model selection.

The use of facial landmarks is a limitation of the model, landmarks were extracted

and an experiment was performed in order to obtain the effect of extracting facial

landmarks with two kinds of methods. Also, results obtained with another database

are tested, looking for external validation. The model depends of obtain a neutral

state from the subject, section 5.6 presents experiments to see the effect of generating

a synthetic model to mitigate this limitation.

5.1 Datasets

5.1.1 Cohn-Kanade Plus

The Cohn-Kanade Plus dataset Cohn-Kanade Plus (CK+) was obtained from [24],

it consists of 327 validated image sequences from 123 healthy subjects in which one

of the seven basic facial expressions is represented: anger, contempt, disgust, fear,

43



happiness, sadness OR surprise. CK+ is labeled by expert judges according to the

FACS [13] and has become one of the most widely used for algorithm development

and evaluation. The number of samples contained in the CK+ dataset for each facial

expression is shown in table 5.1.

Table 5.1: Frequency for each facial expression from the CK+ dataset

Emotion N

Angry (En) 45

Disgust (Dis) 59

Contempt (Con) 18

Happy (Hap) 69

Fear (Fe) 25

Sadness (Sad) 28

Surprise (Sur) 83

Each sequence begins with a subject in the neutral state and ends in a fa-

cial expression representation. An expert judge, encode manually each sequence

using the facial action coding system [14] and labels which AU’s are present in

the sequence and their intensities. Coding is done in the following form label =

{[au1, i1], [au2, i2], ..., [aun, in]}, where au is the number of the AU presented in the

sequence and i denotes the intensity of the AU . Below an example of the label is

presented:

Table 5.2: Label example, each sequence in the dataset contains a similar one

Subject Sequence AU labels Emotion label

01 04 { [4,0], [7,5], [17,4], [23,4], [24,4] } Angry

Using the labels contained in the CK+ dataset, a set of AU related to each

facial expression were selected and rules for each one were developed (See Fig. 5.3).

44



The rules obtained from the selection of the AU were used to label each sequence

with the represented facial expression in the sequence.

Table 5.3: Emotion description in terms of action units

Emotion Action Units

Angry (An) AU23 + AU24 must be present

Disgust (Dis) AU9 o AU10 must be present

Contempt (Con) AU14 must be present unilateral or bilateral

Happy (Hap) AU12 must be present

Fear (Fe) AU1+2+4 present unless AU5 be E then AU4 can be absent

Sadness (Sad) AU 1 + 4 + 15 . with exception of AU6 + 15

Surprise (Sur) AU1+2 o 5 must be present and y AU5 should not be stronger than B

Using Active Appearance Models [25] obtained a set of coordinates for describ-

ing the face shape in a set of n coordinates where each coordinate belongs to a vertex

of the model that describes the face.

5.1.2 Radboud Faces Database

Set of pictures of 67 models in were Caucasian males and females, Caucasian children,

both boys and girls and Moroccan Dutch males display 8 facial expressions including

the neutral state. The database was obtained from [20]. Five camera angles were

used to obtain the images: 180◦, 135◦, 90◦, 45◦ and 0◦. Although, in this research,

only images with 90◦ were used. As CK+ database, Radboud database was validated

using the FACS [13]. The sample number contained in the Radboud database is

shown in table 5.7
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Table 5.4: Frequency for each facial expression from the Radboud dataset

Emotion N

Angry (En) 201

Disgust (Dis) 201

Contempt (Con) 201

Happy (Hap) 201

Fear (Fe) 201

Sadness (Sad) 201

Surprise (Sur) 201

5.2 Parameters definition

Most training algorithms or methodologies have some settings or parameters for

which the user needs to choose. In the case of our model, the parameters defined for

each step of our methodology were: alignment method (Explained in 4.1) (Without

alignment, in terms of the neutral state, maintaining facial aspect ratio, Procrustes

superimposition [24]), pooling operation (average or max pooling), clustering type

(Fuzzy C-means, Subtractive Clustering), clustering parameters (Cluster number or

influence radius for FCM and SC respectively); Being a total of four parameters. In

the case of the number of clusters for the FCM algorithm a range between [2,5] was

used, on the other hand, the cluster influence radius for subtractive clustering was

between [0.2,0.8]. A 0.1 value for cluster influence of subtractive clustering algorithm

was discarded due to the high computational cost at training the models and a value

greater than 0.8 was not considered for simplicity. The possible number of cases

using the selected parameters of the model cases was 840. The simplest approach is

to run the proposed methodology with the same training data for each combination

of parameters. The method was evaluated using leave-one-out replication allowing
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the use of the same training/validation data for each combination.

5.3 Model selection

As can be seen in Fig. 5.1, facial landmarks can be affected by orientation, location

and size. The proposed methodologies [28] are sensitive to noise and shape deforma-

tion (such as those occurring in facial expressions). Two heuristics based on affine

transformations (rotation for orientation, translation for location, and scale for size)

were proposed in the methodology to align facial landmarks, alignment AITNS and

AMAR (for a more detailed explanation see 4.1), of each state(neutral and facial

expression).

Figure 5.1: Facial landmarks affected by orientation, location, and size

All the possible settings for the parameters were evaluated for each alignment

method using a leave-one-out replication method. The results of this experiment

are shown in Fig. 5.2. The model Without alignment obtained a mean accuracy of

0.87±0.02. Procrustes analysis obtained the smaller accuracy and the higher devia-

tion with a mean of 0.84±0.27. Alignment In terms of the neutral State obtained the

higher mean accuracy of 0.90±0.014 followed by Alignment Maintaining the Aspect

Ratio with a 0.88±0.01 mean accuracy.

The previous results show a statistical significance between the alignment

methods (ANOVA: p=0). Guided by the higher accuracy, the Alignment in terms
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of the neutral state was selected for consequent experiments.

Figure 5.2: Box plot corresponding to the results for the 4 alignments (without Alignment

(WA), Procrustes Analysis(PA), Alignment In terms of the Neutral state(AITNS), Align-

ment Maintaining Aspect Ratio(AMAR).

Later, the pooling operations used were analyzed using the proposed model in

order to identify which one obtain the best accuracy with the minimum deviation.

The average pooling obtained a mean accuracy of 0.90±0.01, which is over the max

pooling which obtained a mean accuracy of 0.89±0.015. The results obtained show

statistical significance (ANOVA: p=0.01).

Fuzzy rule generation begins with a clustering operation to generate the hy-

perboxes to model the data. Two clustering algorithms were analyzed to see the

accuracy: fuzzy c-means and subtractive clustering. In the case of fuzzy c-means,

the number of clusters generated varies in the range [2,5]. In the case of subtractive

clustering, the radius influence varies from 0.2 to 0.8. Smaller values were not used

due to the computational cost that implies.
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Figure 5.3: Box plot with results of the two pooling operations used: average pooling and

max pooling.

The results obtained for the clustering algorithm are presented in Fig. 5.4,

as can be seen, subtractive clustering obtained a higher accuracy than the fuzzy c-

means algorithm, although also obtained a smaller standard deviation. Subtractive

clustering has significantly better accuracy than Fuzzy C-means clustering (ANOVA:

p=0.04).
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Figure 5.4: Box plot with results of the model varying the cluster clustering algorithm:

Fuzzy C Means (FCM) and Subtractive Clustering (SC).

5.4 Model results

The selected parameters were the following, in the alignment, AITNS, in the pool-

ing the average operation was selected and for modeling subtractive clustering is

used. Below, are sensitivity, specificity, precision, f1 score. In order to provide the

metrics that better describe the proposed method, also, the Receiver Operator Char-

acteristics analysis is presented. Finally, an analysis of the rules generated can be

seen.

In Table 5.5, the confusion matrix for the selected model is shown. In the

case of the selected parameters, happiness, surprise and disgust obtained the highest

precisions. Anger obtained a precision of 0.84 and is confused with contempt, disgust,

and sadness, this can be because of the movements of these emotions are focused
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on the compression or deformation of the mouth. Contempt obtained the lowest

precision (0.74) and its confused frequently with sadness, probably because bilateral

dimple causes a similar deformation of landmarks when a lip corner depressor is

found.

Table 5.5: confusion matrix for the selected model.

An Con Dis Fe Hap Sad Sur

An 0.84 0.05 0.06 0.00 0.00 0.04 0.00

Con 0.01 0.74 0.00 0.01 0.07 0.14 0.02

Dis 0.02 0.04 0.92 0.01 0.00 0.01 0.00

Fe 0.00 0.01 0.03 0.82 0.06 0.07 0.01

Hap 0.00 0.00 0.00 0.01 0.98 0.00 0.01

Sad 0.06 0.05 0.00 0.06 0.00 0.83 0.00

Sur 0.00 0.01 0.00 0.01 0.00 0.01 0.96

The precision obtained for each facial expression is shown below in Fig. 5.5.

In this case, the facial expression with greater precision is surprise and happiness,

while contempt obtained the lowest precision with a value below 0.8.

Figure 5.5: Mean precision by facial expression using the selected parameters.

The f1 score obtained by facial expression is shown in Fig. 5.8. Anger, disgust,
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fear, happiness, and surprise obtained a score over 0.8. On the other hand, contempt

obtained the lowest score followed by sadness with values below 0.8.

Figure 5.6: Mean f1 score obtained with selected parameters.

Finally, the ROC curve is presented in Fig. 5.7. In this case, the Area Under

the Curve (AUC) for anger, disgust, fear, happiness, sadness, and surprise are all up

to 0.9, except for contempt with an AUC of 0.873. The average AUC is 0.96.

Figure 5.7: ROC curve for each facial expression with selected parameters, in the right

the average ROC is presented.
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5.5 Database testing and landmarks extraction method

effect

The proposed method was tested in two databases to analyze its behavior with the

selected parameters. First, the Cohn-Kanade dataset proposed in [24] was tested,

this database includes 327 samples of the 7 basic facial expressions: anger, contempt,

disgust, fear, happiness, and surprise. On the other hand, the Radboud database was

also tested, it was proposed in [20] and also contains the 7 basic facial expressions,

in addition to a neutral state. Radboud dataset does not contain any landmarks

points, two algorithms were used to obtain them. To obtain the landmarks points a

methodology proposed by Deva-Ramanan in [33] and Openface [4] were used. For

a better explanation of the databases see Section 5.1. For the CK+ database, the

Deva-Ramanan facial landmarks were not obtained due to the limitations of the

algorithm.

The parameters selected were, for the alignment method the alignment in terms

of the neutral state was selected, for the pooling the average pooling was used, for

the clustering type Subtractive clustering with γau.02 was considered. The dataset

was partitioned into 70% for training and 30% for validation.

The classification results were variable among databases. for the CK+ database

with the dataset landmarks a mean accuracy of 0.91±0.03 was obtained, with a sig-

nificant difference (ANOVA: p<0.05) between the same CK+ with the landmarks

obtained with Openface, which obtained a mean accuracy of 0.76± 0.04. In the

case of the raFD database, a mean accuracy of 0.81± 0.024 was obtained with the

Openface landmarks contrasted with a 0.45±0.03 of the Deva-Ramanan Landmarks

showing that the landmarks extraction method can have a direct effect in the accu-

racy (ANOVA: p< 0.05)
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Figure 5.8: Box plot for the CK+ and the RaFD databases with the following parameters:

alignment in terms of the neutral state, average pooling operation, and subtractive cluster-

ing varying γ between [0,1] with 70% of the samples for training and 30% for validation.

5.6 Synthetic model

One of the limitations of the model is the necessity of a neutral state of the subject

to obtain the features. The AU0 normalization is the subtraction of the neutral state

to a given facial expression. As an attempt to alleviate this limitation, a synthetic

model was generated to perform the feature extraction method instead of using the

neutral state shown in the dataset.

The neutral state model was generated using a random sample of a neutral state

in the dataset selected, then Procrustes superimposition was used to fit the remaining

samples to the selected one (Fig. 5.9). A mean operation for each landmark was

performed in order to generate the model. Procrustes superimposition also can be
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used to obtain a model from landmarks set to describe shapes.

(a) All samples (b) After Procrustes (c) Generated model

Figure 5.9: Generation of the synthetic neutral state.

The experiment was performed with the CK+ and the RafD database with the

selected model (Sec: 5.3). The results are shown in Fig. 5.10. The results vary, in

three of the study cases, the mean accuracy decays from 0.91±0.03 to 0.70±0.07 for

the CK+ database with the landmarks included in the dataset. Also for the CK+

but with facial landmarks obtained with Openface from 0.76±0.04 to 0.63±0.07.

In the case of the RaFD database with the landmarks obtained with the method

obtained from [33] the accuracy increased from 0.45±0.03 to 0.62±0.05. On the

other hand for the RaFD database with landmarks obtained through Openface the

accuracy decreased from 0.81±0.02 to 0.61±0.05.
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Figure 5.10: Mean accuracy obtained using the subject neutral state or a synthetic model.

5.7 Cross-Database facial expression recognition

Facial expression recognition methods have problems obtaining high accuracies when

evaluated using the cross-database validation protocol. Even though the environ-

ment is controlled within databases (frontal faces, illumination, occlusions, among

others) it is not controlled across databases. [41]. The experiments were organized

in the following way. The selected model trained with the CK+ database [24] from

Sec. 5.3 was used to evaluate each frontal sample in the RaFD database [20] like

in a leave-one-out replication method with a variation in the clustering influence for

the subtractive clustering algorithm γexp between [0.2,0.8]. The obtained accuracy

was of 0.69±0.01.
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Table 5.6: Comparison with related work. The six databases used are the following:

JAFFE, CK+, MMI, RaFD, KDEF, BU3DFE, ARFace.

Method Train Target Interpretable AU based Accuracy

[41] 6 databases RaFD no no 0.85±0.04

[3] JAFFE RaFD no no 0.52±N/R

[3] TFEID RaFD no no 0.55±N/R

Proposed CK+ RaFD yes yes 0.69±0.01

5.8 Fuzzy rules generated

The performance of the fuzzy rule generation algorithm is not only given by the

accuracy of the prediction model. But also the number of rules generated for the

models is required.

Table 5.7: Rules generated for each γ for the facial expressions models.

Cluster influence γ Mean cluster number Mean Accuracy

γ = 0.2 41.7±20.62 0.76±0.15

γ =0.3 31.1±8.1 0.79±0.14

γ =0.4 27.0±6.9 0.78±0.17

γ =0.5 23.5±4.7 0.77±0.17

γ =0.6 21.6±3.5 0.77±0.17

γ =0.7 18.9±3.3 0.79±0.17

γ =0.8 17.2±3.3 0.79±0.15
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5.9 Discussion

Many efforts have been tackle facial expression recognition but current solutions

have favored discriminative over explicative power. The results obtained with the

proposed method are similar to recent works that have used a dynamic approach or

facial landmarks for this task. [24] begins with a normalization step using Procrustes

analysis, later a similar normalized shape is obtained. These are the normalized facial

landmarks with the AU0 normalization obtaining an accuracy of 77±2.9 % for their

models with a maximum of 88%. On the other hand, [17] proposed a descriptor

that captures the changes of 560 angles obtained with the combination of facial

landmarks. This descriptor can have three values, -1 when the angle decrease, 0

when the angle does not move, and 1 when the angle increase, and it is invariant to

pose, for this reason, a normalization or alignment is not required.

Figure 5.11: Fuzzy model for facial expression recognition

The proposed methodology starts with a heuristic based on affine transforma-

tions rather than a Procrustes analysis [24], as can be seen in Fig. 5.11. In our model,

the use of these heuristics improves significantly the accuracy over Procrustes super-

imposition or without aligning the facial landmarks. The full feature representation
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is embedded into a compact one by means of pooling, which reduce the complexity of

the model obtaining a 22-dimensional representation that is smaller than the others

presented in the literature [17],[3],

[42]. A Sugeno-type fuzzy inference system is used for each action unit to generate a

description of the movements in the face that identifies the facial expression present

in an image sequence. Obtaining a mean accuracy of 90.8±14 with a maximum of

92.9±28. Also, the results are interpretable which can lead to generating an inter-

face that explains why the model is making a decision. The proposed method uses

the subject neutral state as calibration (as the others). Experiments were realized

in order to know the effects of using a synthetic model to avoid the dependency

on the subject’s neutral state. Experiments have shown that our model can obtain

accuracies greater than 0.70 without calibration which is an initial step to alleviate

the necessity of an initial neutral state image.

Table 5.8: Comparison with related work

Work Data Method Interpretable FACS Mean Accuracy

[24] CK+ CAPP no no 0.80±N/R

[24] CK+ S+C no no 0.88±N/R

[17] CK+ ORB no no 0.92±N/R

[18] JAFFE MFS 14 rules no 0.87±N/R

[15] JAFFE FRM 565 rules no 0.96±N/R

[33] CK+ RM no no 0.85±N/R

[42] CK+ no no no 0.97±N/R

Proposed CK+ FERFAU0 yes yes 0.70±0.07

Proposed CK+ FERF yes yes 0.91±0.03

Proposed RaFD FERFAU0 yes yes 0.61±0.05

Proposed RaFD FERF yes yes 0.81±0.61

In Table 5.12, the emotion description generated by the fuzzy model is shown.

59



A green dot indicates when an AU needs to be present in a sequence in order to

accumulate evidence and obtain a bigger membership value of the emotion. A red

dot indicates when an action unit must be absent in the sequence, these are called

counterexamples. For example, if AU1 and AU25 are found, then the evidence is

accumulated for fear and surprise (both need these AU to accumulate evidence) but

if AU27 is found, then the membership value of fear is reduced so that the model

does not confuse surprise with fear.

Figure 5.12: Emotion description in terms of action units.
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Chapter 6

Conclusions and future work

6.1 Conclusions

In this work, the design, implementation, and experiments realized with a simple

model for facial expressions recognition are based on the movements of facial dis-

tinctive areas presented. This model improved fuzzy models which explain through

rules the appearance of the face, it differs from the models presented in the state of

the art in the description given. The proposed model used an appearance system

that describes facial expressions in terms of movements of facial distinctive areas

giving a more detailed explanation of what movements are in the face and why are

making a decision while keeping the semantic meaning of the facial action coding

system.

The obtained results have shown that it was possible to pool a feature represen-

tation that encodes the movements presented in the face into a compact one, losing

little information but keeping necessary to detect patterns in the facial landmarks

after the AU0 normalization, obtaining an average accuracy of 90.8±14% with a

maximum accuracy of 92.9±28%.
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It was shown that the alignment process is an important step and has a primary

impact on the accuracy, i. e. the noise introduced by orientation, size, and location

of facial landmarks can be a weakness of the model if it is not extracted in a proper

way.

The clustering algorithm for the generation of the fuzzy rules did not have

a great impact by itself because a great selection of the clustering parameters can

improve the effectiveness of the model due to the mixed effects present in this step.

Results obtained in this work demonstrated that it is possible to develop a fuzzy

explainable model using the description of emotions in terms of AU’s based on

the facial action coding system and expert knowledge. An algorithm of fuzzy rule

antecedents selection can model the data using hyperboxes with a low number of

rules (Mean of 25.9±8.4 rules).

In an attempt to expand the method to another database a set of landmarks

was extracted using two methods, the obtained results suggest that detailed training

and parameter selection can improve the obtained results. Is important to remark

that the results suggest that the facial landmarks selection method had a direct

impact on the model efficiency.

A synthetic model synthesized using the training data was generated as an

attempt of mitigating one of the model limitations, the need for the neutral state to

extract the features. As expected in most cases the accuracy went lower than using

the real neutral state of the subject. Even so the accuracy was over random. But,

in order to obtain a significant improvement is need to use the calibration process

or a better synthesis of the neutral state per subject.
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6.2 Future work

After analyzing the obtained results, it has been considered that several issues of

the proposed methodology can be improved in future work. Below, the proposals

are presented:

• If facial landmarks are going to be used as a tool to detect facial distinctive

areas a more reliable and generalized method for facial landmarks alignment

based on the Procrustes analysis can be developed, a possible way to do this

is to extend the analysis to keep distinctive deformations of the shape which

is going to be superposed.

• A better pooling scheme in order to maintain the information captured by

the feature representation, in the case of our pooling scheme, it is needed to

experiment with using various combinations of features.

• If facial landmarks are not going to be used, a more sophisticated method

for facial distinctive areas and movement detection such as optical flow can

be used, using a pooling scheme to group the movement in the distinct facial

areas and in this way extend the method to databases which not contains

facial landmarks, also, extending it to a different angle in which the face can

be observed.
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