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Resumen

La autenticación es un servicio de seguridad informática que verifica la identidad

antes de otorgar acceso a un sistema. La autenticación puede aplicarse no sólo

a usuarios sino también a mensajes. Este es el caso de las redes vehiculares ad

hoc (VANETs por sus siglas en inglés), donde los veh́ıculos están equipados con

mencanismos que permiten la comunicación entre śı. Dado que estos mensajes son

vitales para la seguridad vial, se debe asegurar que dichos mensajes son auténticos.

La autenticación de mensajes en comunicaciones V2V está regulada por el estándar

IEEE 1609, que prescribe el uso de firmas digitales basadas en el esquema crip-

tográfico ECDSA. Sin embargo, el avance en cómputo cuántico amenaza la seguridad

de este esquema. Se estima que una computadora cuántica podŕıa comprometer su

integridad en la década de 2030, lo que hace necesario desarrollar soluciones crip-

tográficas resistentes a ataques cuánticos, como los esquemas de criptograf́ıa post-

cuántica (PQC por sus siglas en inglés).

En esta tesis se propone una arquitectura Hw/Sw para un esquema de autenti-

cación V2V parcialmente h́ıbrido que combina criptograf́ıa convencional y PQC. Este

esquema parcialmente h́ıbrido es necesario porque los esquemas puramente PQC,

aunque seguros, no cumplen con las restricciones de tiempo y tamaño en comuni-

caciones V2V. La arquitectura propuesta implementa la verificación de firmas PQC

en hardware para mitigar el sobrecosto en tiempo de ejecución que implican. El sis-

tema se validó en un SoC, logrando verificar 81 veh́ıculos en 100 ms, una aceleración

de 2.19× en comparación cuando la verificación de dichas firmas se implementan

únicamente en software.
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Abstract

Authentication is a computer security service that verifies identity before granting

access to a system. Authentication can be applied not only to users but also to

messages. This is the case with vehicular ad hoc networks (VANETs), where vehicles

are equipped with mechanisms that allow them to communicate with each other.

Since these messages are vital for road safety, it is essential to ensure that these

messages are authentic.

Message authentication in V2V communications is regulated by the IEEE 1609

standard, which prescribes the use of digital signatures based on the ECDSA cryp-

tographic scheme. However, advancements in quantum computing threaten the se-

curity of this scheme. It is estimated that a quantum computer could compromise

its integrity in the 2030s, making it necessary to develop cryptographic solutions

resistant to quantum attacks, such as post-quantum cryptography (PQC) schemes.

This thesis proposes a Hw/Sw architecture for a partially hybrid V2V authen-

tication scheme that combines conventional cryptography and PQC. This partially

hybrid scheme is necessary because purely PQC schemes, while secure, do not meet

the time and size constraints in V2V communications. The proposed architecture

implements PQC signature verification in hardware to mitigate the runtime over-

head they entail. The system was validated on a SoC, achieving the verification of

81 vehicles in 100 ms, a 2.19× speedup compared to when the verification of these

signatures is implemented solely in software.
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CHAPTER 1
Introduction

The Fourth Industrial Revolution, or Industry 4.0, is a concept that describes how

new technologies (AI, IoT, robotics, and Big Data) have transformed and promoted

industrial processes [68]. These innovations have enhanced productivity through

automation and predictive maintenance of equipment. In this era of technological

change, vehicular connectivity has become highly relevant for addressing issues such

as increasing traffic accidents and congestion [12, 99]. This connectivity facilitates

communication between vehicles and road infrastructure, enabling the implementa-

tion of advanced solutions in fleet management, logistics, and intelligent transporta-

tion [1, 90]. An effective way to connect vehicles with different elements is through

the Vehicular Ad Hoc Network (VANET), which plays a crucial role in this new era

of smart mobility [97].

VANETs facilitate wireless communication among moving vehicles, a crucial as-

pect of Intelligent Transportation Systems (ITS), which aims to enhance driver safety

[11]. The information exchange in VANETs supports a range of applications, both

security and non-security related [89]. For example, these communications can be

used to coordinate the delivery of goods, optimize transportation routes, and improve

safety in industrial environments [69]. Additionally, VANETs have applications in

areas such as healthcare, public safety, and emergency management. In healthcare, it

can be used to send alerts about traffic accidents or medical emergencies to the near-

est first responders, allowing for a faster and more efficient response [85, 41]. VANET

facilitates communication between vehicles (V2V) and between vehicles and infras-

1



Figure 1.1: VANET diagram [93].

tructure (V2I). These communications are fundamental to the development of intel-

ligent transportation systems and the improvement of traffic safety and efficiency.

Figure 1.1 shows a VANET representation.

The vulnerabilities in V2V communications set out several risks for road security,

for example, handling messages that provoke a dangerous situation on the highway,

adding fake messages in the V2V communications to trick the receiving vehicles about

the location, velocity, or accidents, the denial of service to some vehicles affects the

coordination of traffic and highway security, or spoofing, which involves the creation

of fake vehicles in the communication, which could generate misleading data about

vehicle presence [57, 73]. Consider the scenario of Figure 1.2. Attacker’s goal is to

deny services to vehicle A, which involves blocking communication between vehicles

B and C. Additionally, the attacker manipulates vehicles B and C to exchange false

information with each other, causing an accident between them. The attacker then

introduces a malicious vehicle, D, posing as a legitimate vehicle into the VANET

network that sends false information to vehicles A and B [86].
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Figure 1.2: Attack models in V2V communications.

Implementing security measures and authentication in V2V communications is

essential to mitigate risks such as the ones previously described and ensure road

safety [82].

The authentication of messages in V2V communications using digital signatures

is governed by the IEEE 1609.2 standard, which mandates the use of the elliptic

curve digital signature algorithm (ECDSA) for message signing [47]. One of the

main security mechanisms in V2V is the authentication of messages through the use

of digital signatures, which is a type of public key cryptography.

Public key cryptography [79, 83], or asymmetric cryptography, is an encryption

approach that uses two mathematically related keys: a public and a private key.

Authentication from digital signatures is achieved as follows:

An entity A that wants to prove its identity to another entity B signs a piece of

data using its private key. Then, the entity B verifies the A’s signature using A’s

public key. The verification process fails if the public key used does not correspond

to the signer’s private key. More specifically, the digital signature process operates

as follows:

The sender begins by generating a pair of cryptographic keys: a private key and a

public key. To sign a message, the sender first applies a cryptographic hash function

to the message, producing a hashed value. This hashed value is then encrypted with

the sender’s private key to create the digital signature. When the participant receives

the signed message and the sender’s public key, it starts by computing the hash value
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of the received message. Next, the recipient decrypts the digital signature using the

sender’s public key to obtain the original hashed value. To verify the signature

the recipient compares the decrypted hashed value with the computed hash of the

message. The signature is valid only if both hashes match.

One of the widely employed digital signature algorithms is the ECDSA (Ellip-

tic Curve Digital Signature Algorithm), which uses elliptic curve theory to generate

cryptographic key pairs. It is recognized for its efficiency and strong security, mak-

ing it suitable for diverse applications [40]. Furthermore, the IEEE 1609.2 standard

mandates the use of digital certificates, an electronic document used to link unequiv-

ocally the identity of a vehicle to its public key. Digital certificates are issued by a

trusted entity, such as a Certificate Authority (CA), as a way to transmit information

about the vehicle and issue the public key securely and reliably as the CA signs it

[2, 62]. One of the main uses of digital certificates is to avoid non-repudiation, that

is, a vehicle denying the signature of a message by denying possession of a public key.

To validate a digital certificate and then a signed message, the authenticity of the

digital certificate must first be verified. This involves checking the digital signature

of the certificate using the CA’s public key. Once the certificate’s authenticity is

confirmed, the public key can be extracted from the certificate and used to verify

the digital signature of the signed message. The IEEE 1609.2 standard also dictates

the use of elliptic curve digital signatures for signing certificates.

In this protocol, a vehicle transmits its certificate along with a message containing

information about its current status and the signature of the message. Upon receiv-

ing these, the recipient vehicle validates the certificate using the CA information

and verifies the signature of the received message. Figure 1.3 provides a high-level

overview of this process.

Elliptic curve digital signatures and other classical algorithms used in the cur-

rent standard could face vulnerabilities due to the increase in computational power

that quantum computing would offer [55, 96]. Quantum computing [32, 87] is pro-

gressing so fast that it provides new possibilities in the potency processing of infor-

mation. Nevertheless, this development implies significant defiance in cybersecurity

because quantum computers could solve the most usual problems based on public

key cryptography (PKC) in polynomial time. For example, the last Google quantum
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Figure 1.3: Model of V2V security protocol.

computer could solve a calculus in 200 seconds compared to a classic computer that

could solve the same calculus in 10,000 years [74]. Also, companies such as IBM,

Intel, and Microsoft work actively in standards for quantum computing [43]. As a

result, the algorithms that have been fundamental for ensuring the security of infor-

mation communication and authentication are vulnerable to quantum attacks. It is

necessary to keep communication secure. Therefore, the National Institute of Stan-

dards and Technology (NIST) initiated a standardization process for post-quantum

cryptography, aiming to ensure security against quantum computers [48].

Post-quantum cryptography (PQC) consists of hard problems, even for quantum

computers. PQC approaches are classified according to the security fundamentals

they rely on: multivariate, isogeny, lattices, error-correcting code, and hash-based

functions [14, 22]. However, replacing conventional schemes with PQC is not straight-

forward due to the higher spatial and temporal complexities of these algorithms com-

pared to conventional ones [64]. Depending on the application, adjustments at the

algorithmic, protocol, or implementation level are necessary.
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1.1. PROBLEM STATEMENT

1.1 Problem statement

Public-key cryptography (PKC) has provided robust services in different domains. In

the case of V2V communications, the IEEE 1609.2 standard specifies the use of ellip-

tic curve cryptography for the authentication of exchanged messages through the use

of the Elliptic Curve Digital Signatures Algorithm (ECDSA). However, ECDSA and

other PKC algorithms are threatened by quantum computing. For example, ECDSA

is vulnerable to the Shor algorithm [38], which could be executed in quantum com-

puters in polynomial time. According to data from IBM [45], there is currently a

computer with approximately 1121 qubits. Based on current exponential growth

and estimates of the number of qubits needed, a quantum computer with 317 million

qubits is expected to be available by 2038, which could break ECDSA in one hour

[17, 39]. Figure 1.4 shows an estimated timeline of the evolution of post-quantum

transition. Due to future threats, it is essential to transition from the actual stan-

dard (IEEE 1609.2) to post-quantum standards. Hence, in 2017, NIST started the

process of post-quantum standardization by defining three safe algorithms for digital

signatures that will be standardized: Crystals-Dilithium, Falcon, and Sphincs+, each

with different levels of security [4].

There are various stages in the evolution of ECDSA vulnerability. The first stage

is when ECDSA is safe, as quantum computers are not a risk, and the vehicles ac-

cept the actual standard (IEEE 1609). At the same time, the second stage exists

when vehicles have hardware capable of using post-quantum algorithms because the

useful lifespan of a vehicle is, on average, between 10 and 15 years [95]. As seen in

Figure 1.4, there will be a period since a quantum computer could break the ECDSA

signatures at the end of the decade of 2030. So will be vehicles that need classic

verification and quantum-safe verification [100]. Many organizations, including the

NIST, recommend the use of hybrid schemes, i.e., use a post-quantum and the actual

algorithms for the stage of transition of post-quantum algorithms cryptography [44].

The final stage is when ECDSA will break, and a new standard for safe communica-

tion will be necessary.

The transition to quantum-secure V2V communication is complex because ve-

hicles need to be capable of accepting the current standard and also supporting
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1.1. PROBLEM STATEMENT

Figure 1.4: Estimated timeline of the post-quantum transition.

Figure 1.5: Hybrid schemes sizes.

PQC schemes. This is constrained by the protocol used for transmitting information

data, as Dedicated Short Range Communications (DSRC) [59] has a payload limit

of 2,304 bytes. For example, the key sizes and signature lengths of current PQC

digital signature algorithms recommended by NIST [5] (such as Dilithium, Sphincs,

and Falcon) are larger when compared to ECDSA at a 128-bit equivalent security

level. If combined in a hybrid scheme for authentication, the aggregated size of

post-quantum signatures and public keys exceeds the payload limit in current V2V

communications, as depicted in Figure 1.5.

Furthermore, for viable V2V communication, it is suggested that a vehicle can

sign ten basic messages (BM) per second and verify 100 vehicles in 100 ms [100],

which could not be met by using a pure PQC approach.

Pag 7



1.2. HYPOTHESIS

1.2 Hypothesis

Under a transition scenario from classic to post-quantum security in V2V commu-

nication, it is necessary to 1) meet payload and verification time constrains and 2)

support both current standard security specifications (ECDSA only) and PQC en-

abled crypto-engines as progressively available. A solution within the state of the art

is a partially hybrid scheme, which could solve the payload problem by partitioning

certificates and transmitting them over different messages, reducing and adjusting

the payload. However, the problem of performance still exists since, in compari-

son to classical schemes such as ECDSA, post-quantum algorithms are more time

consuming, causing a bottleneck due to inefficient verification, failing to achieve the

requirement of 100 messages verified within 100 ms. There are hardware proposals to

accelerate part or all of the verification of post-quantum algorithms. However, from

the perspective of the end-to-end process of V2V authentication, it is necessary to

define the specific operations to accelerate and perform the integration into software.

Furthermore, optimizations are needed to achieve the required performance.

The hypothesis in this research is that a Hw/Sw co-design can enable the execu-

tion of V2V authentication in VANETs as recommended by current IEEE standards,

meeting space requirements and time suggestions but considering the PQC transi-

tion.

Such a co-design takes advantage of hardware to increase the number of vehicles

that can be verified in VANET environments at the time that the flexibility of the

software allows implementing a hybrid approach to consider both classic and PQC

cryptography to meet payload requirements. A co-design such as the one developed

in this research has not yet been explored in the state of the art to address the

problem of secure V2V communications during the transition to the quantum stage.

1.3 General objective

To develop a Hw/Sw co-design for efficient and quantum-resistant authentication in

V2V communications in VANETs.
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1.4. SPECIFIC OBJECTIVES

1.4 Specific objectives

• To determine the most suitable post-quantum algorithm, from those recom-

mended by NIST, for the V2V communication authentication problem when

implemented as a Hw/Sw co-design.

• To determine a Hw/Sw architecture for quantum-resistant message authenti-

cation in V2V communications.

• To create a functional prototype of the Hw/Sw co-design as a proof of concept

to evaluate performance in terms of response time.

1.5 Methodology

The methodology in this thesis comprised the following general main parts:

1. Analysis of the verification protocol in V2V communications as recommended

by the IEEE 1609.2.

2. Analysis of PQC digital signature schemes recommended by NIST.

3. Selection of the most suitable PQC-enabled approach for V2V authentication

that meets constrains in terms of payload size and performance.

4. Design the hybrid authentication scheme and identify critical components for

hardware acceleration.

5. Design of the Hw/Sw co-design architecture for a quantum-safe V2V commu-

nication protocol.

6. Validation and evaluation of proposed Hw/Sw architecture.

1.6 Document organization

The rest of this document is organized as follows: Chapter 2 addresses topics and

concepts used in the following chapters: mathematical concepts, asymmetric cryp-

tography, and computer security services; post-quantum cryptography along with its

bases and standardization; vehicular communications and their standards used; and

finally, the concept of Hw/Sw co-design. Chapter 3 reviews the works that propose
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1.6. DOCUMENT ORGANIZATION

solutions as a replacement for the security standard in vehicular communications for

the quantum era, followed by recommendations from the literature for the transition

stage to the quantum era in V2V communications. Finally, the work related to the

hardware acceleration of the post-quantum digital signature algorithms is presented.

Chapter 4 describes the Hw/Sw co-design decisions, including the choice of the most

appropriate post-quantum scheme, as well as the division of tasks executed in hard-

ware and software in the proposed co-design. Chapter 5 presents the details of the

prototype that demonstrated the viability of the proposed Hw/Sw co-design and its

experimental evaluation, including the evaluation platform, the tools used, as well as

the experimentation and results obtained. Chapter 6 summarizes the contributions

of this thesis and outlines future research directions.
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CHAPTER 2
Background

This chapter presents the concepts closely related to this research and useful for

a correct interpretation of the subsequent chapters. First, mathematical concepts

about PQC are presented. Then, the concepts of asymmetric cryptography, particu-

larly the ones related to digital signatures for authentication are discussed. Next, the

chapter discusses concepts related to PQC and its standardization process for digi-

tal signatures. Subsequently, the concept of Vehicular Ad-Hoc Networks (VANET),

vehicle-to-vehicle communication, and the standard IEEE 1609.2 are presented, with

special emphasis on the way the messages in V2V communications are authenti-

cated. Also, the chapter discusses the importance of hardware/software co-designs

(Hw/Sw), with a particular focus on those based on field-programmable gate arrays

(FPGA) and system-on-chip (SoC). Finally, the chapter includes the material and

method used for the co-design.

2.1 Mathematical fundamentals

Asymmetric cryptography, also referred to as public key cryptography, operates using

a system that employs two different keys: a public key and a private key. It was

designed to tackle the challenge of key exchange, which involves agreeing upon and

calculating a single key used between two parties over an insecure channel. By

utilizing two distinct keys, users no longer need to decide on a single key for an

encrypted communication.

11



2.1. MATHEMATICAL FUNDAMENTALS

The functioning of public key cryptography is based on algebraic structures where

one-way functions f are defined, i.e., functions for which there are no polynomial al-

gorithms that compute f−1. These functions become the foundation of security for

public key cryptographic algorithms. This section presents the algebraic structures

that underpin public key cryptography, highlighting the importance of these struc-

tures in the algorithms used for V2V communication authentication as well as those

intended to replace the current standard.

Definition 2.1.1 (Group) A group is a non-empty set G with a binary operation

∗, denoted as (G, ∗), that satisfies the following properties:

• Closure: ∀a, b ∈ G : a ∗ b ∈ G.

• Associativity: ∀a, b, c ∈ G : (a ∗ b) ∗ c = a ∗ (b ∗ c).
• Identity element: ∃e ∈ G : ∀a ∈ G : a ∗ e = e ∗ a = a.

• Inverse: ∀a ∈ G : ∃c ∈ G : a ∗ c = c ∗ a = e.

Definition 2.1.2 (Subgroup) Let G be a group with a binary operation *. A non-

empty subset H ⊆ G is said to be a subgroup of G if (H, ∗) forms a group.

Definition 2.1.3 (Semigroup) A semigroup is a non-empty set G with a binary

operation ∗, denoted as (G, ∗), that satisfies the properties of closure and associativ-

ity.

Definition 2.1.4 (Ring) (A, ∗, ⋆) is a ring if (A, ∗) is a group and (A, ⋆) is a semi-

group.

Definition 2.1.5 (Field) (F, ∗, ⋆) is a field if (F, ∗) is a group and (F, ⋆) − {e} is
a group, be e the identity element in (F, ⋆).

Definition 2.1.6 (Finite Field) A finite field consists of a finite number of ele-

ments. It is defined by its cardinality, denoted as |F |, and by two binary operations

(∗, ⋆) defined on F that satisfy all the properties of a field.

Definition 2.1.7 (Quotient Ring of Integers) It is a ring denoted as Zq formed

by dividing the ring of integers Z by an ideal qZ (the set of all integer multiples of

an integer q).

Pag 12



2.1. MATHEMATICAL FUNDAMENTALS

Definition 2.1.8 (Polynomial Ring) A polynomial ring is constructed from poly-

nomials that involve one or more variables, where the coefficients are drawn from

another ring, typically a field.

Definition 2.1.9 (Irreducible Polynomial) If F is a field, a non-constant poly-

nomial f(x) ∈ F [x] is irreducible over F if its coefficients are in F , and it cannot be

factored into the product of two non-constant polynomials in F [x].

Definition 2.1.10 (Quotient Polynomial Ring) The quotient ring K[X]/(p), where

p is a polynomial of degree d, can be understood as the vector space of polynomials

of degree less than d, with multiplication defined modulo p.

Definition 2.1.11 (Affine Plane) An affine plane P is a geometric structure with

a set of points and lines that satisfies: 1) each pair of distinct points determines a

unique line, 2) each line contains at least two points, and 3) for any point not on

a given line, there is exactly one line parallel to the given line passing through that

point.

Definition 2.1.12 (Elliptic Curve) Let F be a field with car(F ) ̸= 2, 3, where the

function car(F ) expresses the characteristic of the field F , which is a number n ∈ Z
such that 1 +

n︷︸︸︷. . . +1 = 0. The elliptic curve EC defined over F in the affine plane

P is defined as EC(F ) = {(x, y) ∈ A2
K | y2 = x3 + Ax + B} where A,B ∈ F .

Definition 2.1.13 (Lattice) Lattices are discrete n-dimensional subgroups in Rn.

Specifically, a lattice in Rn is generated by a basis B = {b1, b2, . . . , bn : bi ∈ Rm} and
is defined as L(B) = {a1b1 + . . . + anbn : ai ∈ Z}. Here, n denotes the lattice rank,

and m denotes the lattice dimension.

Definition 2.1.14 (Ring lattices) For the rings Q = Q[x]/(ϕ) and Z = Z[x]/(ϕ),

where m,n ∈ Z \ {0} with n ≤ m, and for a full-rank matrix B ∈ Qn×m, the lattice

Λ(B) generated by B is the set Zn ·B = {zB | z ∈ Zn}.

Definition 2.1.15 (FFT) Fast Fourier Transform is defined as following: let f ∈
Q[x]/(ϕ), Ωϕ the set of the complex roots of ϕ, ϕ is monic such as ϕ =

∏
ζ∈Ωϕ

(x−ζ).

FTT is defined as:

FFTϕ(f) = (f(ζ))ζ∈Ωϕ
(2.1)
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Definition 2.1.16 (NTT) The Number Theoretic Transform (NTT) operates within

a finite field Zq = Z/qZ. It is constructed by substituting complex arithmetic used in

the Fast Fourier Transform (FFT) with modular arithmetic.

Definition 2.1.17 (Isogeny) Given two commutative groups G and H, a group

homomorphism f : G → H (i.e., a mapping that preserves the group operation)

is called an isogeny if it satisfies two conditions: First, the homomorphism f is

surjective, meaning that for every element h ∈ H, there exists at least one element

g ∈ G such that f(g) = h. Second, each fiber f−1(h) for h ∈ H contains a finite

number of elements.

Definition 2.1.18 (Hash) A cryptographic hash function H is a computable func-

tion defined by an algorithm such that H : {0, 1}∗ → {0, 1}M . The hash function

takes as input an element from {0, 1}∗ (a binary string of variable length) and maps

it to an element in {0, 1}M (a binary string of fixed length M).

The key properties of hash functions include being 1) deterministic, meaning

they consistently produce the same output for the same input; 2) fixed output size,

independent of the input size; 3) preimage resistance, making it computationally

impractical to find any input x for a given hash value H(x); 4) second preimage

resistance, where given an input x and its hash H(x), it is computationally infeasible

to find a different input x′ such that H(x′) = H(x); and 5) collision resistance, which

makes it computationally infeasible to find two distinct inputs x and x′ that produce

the same hash value.

2.2 Digital signatures and digital certificates

Asymmetric cryptography can provide authentication services through a digital sig-

nature scheme. It provides the security to the recipient that the message came from

a verified sender. The digital signature scheme consists of a tuple of algorithms

S = (KGen, Sign, V rfy) executed by A, which is defined as follows:

• KGen returns A’s key pair, the private key sk, and its corresponding public

key pk.
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Figure 2.1: Digital signature scheme. Above is the procedure for signing a message. Below is the
process for verifying the signature.

• Sign returns a signature sig for a message m using A’s private key sk.

– Compute the hash of the message: y = H(m).

– Encrypt y using sk.

• V rfy returns a boolean value depending on whether A’s signature sig is suc-

cessfully verified or not, respectively, using as input a message m, a signature

sig, and a public key pk.

– Compute the hash of the received message: y′ = H(m).

– Verify the signature using the public key and the message hash:

∗ Decrypt the signature to obtain the signed hash y.

∗ Return true only if y = y′, indicating that the signature is valid.

This procedure is illustrated in Figure 2.1. Here on, the terms digital signature and

signature will be used interchangeably.

A digital certificate scheme relies on digital signature scheme services and plays

a crucial role in securely transmitting public keys. A digital certificate is essentially

the digital signature of a certificate authority on an individual’s public key, coupled

with the identity of the public key’s owner. Throughout this document, the terms
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digital certificate and certificate will be used interchangeably.

In this document, the notation Entity.Operation(), means that Entity executes

the Operation(). With this notation, the functioning of a digital certificate is outlined

as follows:

Let SU and SCA be the signature schemes for a user U and a certification authority

CA, respectively. The user U generates its keys with (skU , pkU)← SU .KGen(), and

the certification authority CA generates its keys with (skCA, pkCA)← SCA.KGen().

The user’s certificate, generated by CA, is CU ← SCA.Sign(skCA, IU), where IU =

{Uidentity, pkU}. The certificate of CA must also be created, and for simplicity, a

self-signature is assumed; however, it could be generated by another certification

authority, producing an authentication path as CCA ← SCA.Sign(skCA, ICA), where

ICA = {CAidentity, pkCA}. From this, a function is defined to obtain the public

key endorsed by the certificate: pkCA ← CCA.getPK() and pkU ← CU .getPK().

Additionally, a function to obtain the certificate’s signature is necessary: sigCU
←

CU .getSignature().

1. With the above, a message signature from U is as follows:

(a) U sign the message: sig ← SU .Sign(m, skU).

(b) The user transmits (m, sig, CU , CCA) over a communication channel, from

which a potential receiver R can later verify the message.

2. The receiver R verifies the received message by doing the following:

(a) Obtains both public keys: pkCA ← CCA.getPK() and pkU ← CU .getPK().

(b) Verifies CU using b1 ← SCA.V rfy(CU , CU .getSignature(), pkCA).

(c) If b1 is false, then m is rejected; otherwise, R proceeds with the verification

of sig using b2 ← SU .V rfy(m, sig, pkU).

(d) The receiving user accepts m only if b2 is true.

2.3 ECDSA

The Elliptic Curve Digital Signature Algorithm (ECDSA) is a public key algorithm

proposed by Scott Vanstone in 1992 [53]. ECDSA has been proven more effective than

the Digital Signature Algorithm (DSA), the actual standard for digital signatures,
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providing the same security with a smaller key size [70].

2.3.1 Algorithm

The functioning of ECDSA is as follows:

(a) Public parameters

• EC is the elliptic curve used.

• G serves as the base point of the elliptic curve and acts as its generator,

representing a point on the curve that generates a subgroup of large prime

order n.

• n is the order of G, such that n × G = O, where O denotes the identity

element.

• dA is the private key associated with the elliptic curve cryptography.

• QA is the public key related from dA.

• m represents the message intended to be transmitted or signed.

• Hash( ) is a hash function that returns an integer.

(b) Key pair generation: The private key dA is selected as an element within the

interval [1, n− 1] and, the public key is calculated by QA = dA × G, where G

is a predefined point on the elliptic curve.

(c) Signature generation: Calculate e = Hash(m), where m is the message to be

signed. Next, choose a random element k ∈ [1, n−1]. Compute the curve point

(x1, y1) = k × G, and then determine r = x1 mod n. If r = 0, return to the

previous step and choose a new k. Let z be the leftmost Ln bits of e, where Ln

denotes the bit length of the group order n. Next, calculate s = k−1(e + rdA)

mod n, and if s = 0, return to the step of choosing a new k. The resulting

signature is the pair (r, s).

(d) Verification: To verify a signature, begin by checking if the following conditions

are met; otherwise, reject the signature. Ensure that QA ̸= 0, QA ∈ EC, and

n × QA = 0. Next, verify that r, s ∈ [1, n − 1]. Compute the hash value

e = Hash(m) for the message m, and let z represent the leftmost Ln bits of

e. Then, calculate u1 = zs−1 mod n and u2 = rs−1 mod n. Compute the
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elliptic curve point (x1, y1) = u1 ×G + u2 ×QA. If (x1, y1) = 0, the signature

is invalid. The signature is considered valid if r ≡ x1 mod n; otherwise, it is

invalid.

2.3.2 Security of ECDSA

The security of ECDSA is based on the Elliptic Curve Discrete Logarithm Problem

(ECDLP) defined as follows:

ECDLP: Given a generator P of an elliptic curve E over finite field Fp, and a point

Q in E, the objective is to find an integer k such that Q = kP .

There are two primary types of attacks on digital signatures: key-only attacks,

where the adversary has only the public key, and message attacks, where the adver-

sary gains access to some signatures prior to compromising the function.

Several methods can be used to breach a digital signature, including obtaining

the secret key, developing an alternative signing algorithm with an equivalent secret

key, generating a forged signature for a specific message, or producing a fraudulent

signature for one or more messages. The ECDSA algorithm relies on several security

assumptions to ensure its effectiveness. Firstly, the security of ECDSA is based on the

discrete logarithm problem in the subgroup generated by G, which is computationally

difficult to solve. This difficulty ensures that retrieving the secret key from the

public one is not feasible. Secondly, the algorithm uses a hash function that is both

collision-resistant and unidirectional, further strengthening the security of the digital

signature.

A quantum computer running Shor’s algorithm can be generalized to discrete

logarithms; it can be used to efficiently solve the discrete logarithm problem on

elliptic curves in approximately time of O (n3) [35].

ECDSA’s security is based on its mathematical complexity and the robustness

of the hash function used. However, the advent of quantum computers introduces

a potential threat, as Shor’s algorithm can efficiently solve the discrete logarithm

problem on elliptic curves in polynomial time over a quantum computer [42]. Thus,

as quantum technology advances, ECDSA could face significant security challenges.
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2.4 Post-Quantum Cryptography

Due to the progress of quantum computing, as mentioned above, PQC is a possible

solution. It is divided into five principal categories [10], according to the problems

used as security basis for which no efficient algorithm in the quantum are found:

1. Isogeny-based: This approach relies on elliptic curve theory and isogenies,

which involve the challenge of computing an isogeny of a specific degree between

two isogenous supersingular elliptic curves [30].

2. Code-based: It is based on error-correcting codes for use in public key cryptog-

raphy. The difficulty is based on decoding a message that contains an aleatory

error and recovering the code structure, “coding theory”, for example, syn-

drome decoding (SD) and learning parity with noise (LPN) [20].

3. Laticce-based: It is based on problem lattices like the Shortest Vector Prob-

lem (SVP). The difficulty is based on handling vectors in a large number of

dimensions [21].

4. Multivariate Polynomial: The “multivariable” is referred to a polynomial with

more than only one variable. When it is used in public key cryptography, the

public keys are represented by polynomials, not linear [29].

5. Hash-based: It is based on hash functions; as Merkle signature, these schemes

are quantum computing resistant [77].

Nevertheless, PQC faces a challenge due to the computational overhead associated

with implementing these algorithms compared to actual standards. Therefore, it is

crucial to develop solutions that mitigate the computational cost of these algorithms,

especially if performance is a concern, as in the V2V communication scenario.

2.4.1 Standardization

The NIST has advocated for the adoption of PQC algorithms as early as the end of

the decade 2030, foreseeing the potential breach of current cryptography standards

by that time [37]. NIST started a process of standardization for PQC in 2016; the

objective was to find better algorithms for public key cryptography, exchange keys,

and digital signatures. All proposals were received and evaluated. In February 2019,
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NIST announced 26 candidates for a second round, considering cost, performance,

and implementation techniques. In July 2022, the NIST published four algorithms to

be standardized: Crystals-Kiber for public key encrypts, Crystals-Dilithium, Falcon

(both lattice-based), and Sphincs+ (based-hash) for digital signature.

2.4.2 Security fundamentals

Next, the problems used by the three standardized PQC algorithms are discussed.

2.4.2.1 Lattice-based theory

With the lattice definition presented above, the hardness of a cryptographic system

lattice-based consists of solving four NP problems.

1. Learning With Errors (LWE): Consider the quotient ring Zm
q , let An×m be

a matrix where each matrix element aij ∈ Zq, let s ∈ Zn
q , let D be an error

distribution in Zm
q taking an error vector e ∈ D, define a function F : Zn

q →
Zq : F(s, e) = sA + e = b is also called LWE such that F(s, e) = LWE(s, e) :

sA + e = b, the problem is to find the pair (s, e) from (A, b).

2. Ring Learning With Errors (RLWE): RLWE is a variant of the Learning

With Errors (LWE) problem. Let ai(X) be a set of random but known polyno-

mials from Kq[X]/p with coefficients in Kq, ei(X) be a set of small random and

unknown polynomials from Kq[X]/p, s(X) be an unknown small polynomial

relative to the ring Fq[X]/p, and bi(X) = (ai(X) · s(X)) + ei(X). This search

version involves finding the unknown polynomial s(X) given the list of pairs of

polynomials (ai(X), bi(X)).

3. NTRU: Given a parameter n = 2k, q ∈ N and a polynomial ϕ(x) = xn + 1,

the problem consist of determining four polynomial (f, g, F,G ∈ R), such as f

is invertible modulus q, satisfying the next equation:

fG− gF = q mod ϕ

4. SelfTargetMSIS: Problem that consist of finding a vector
(
z c v

)T

with
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small coefficients and a message µ satisfying

H
(
µ ∥ k[A | t | I] ·

(
z c v

)T
)

= c

where A and t are uniformly random and I is the identity matrix.

2.4.2.2 Hash-based theory

With the hash definition presented above, the security of a hash-based cryptography

system is evaluated based on the following principles related to the hardness of hash

functions or structures derived from hashes:

1. Winternitz One-Time Signature (WOTS): Digital signature scheme pro-

posed by Ralph Winternitz in 1986. Each private key can only sign one message

in that scheme: “on-time signature”.

2. A hash tree: Also known as Merkle tree proposed in 1979 by Ralph Merkle

[76], is a structure tree in which each node “leaf” is the hash value of a data

block and each node “branch” is the hash value of its child nodes. This action is

repeatedly used until the tree root is calculated. A tree hash allows an efficient

verification for a large data structure.

3. Extended Merkle Signature Scheme (XMSS): Cryptography scheme that

allows the signing of many but limited messages. It uses four components:

WOTS, two functions hash, and a pseudorandom function. Each key pair

(private/public) is associated with a binary tree, with each node having a hash

value: the leaf contains an especially hash associated with a public key WOTS,

and each node no-leaf contains the hash value of its children.

2.4.3 Falcon

The security of Fast-Fourier Lattice-based Compact Signatures over NTRU (Falcon)

[33] is based on lattices for digital signatures over NTRU lattices. The functioning

of Falcon is as follows:

(a) Public Parameters
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• Falcon works with elements in Q[x]/(ϕ), with ϕ = xn + 1 for n = 2k.

• A modulus q ∈ N∗.

• β ∈ N is a boundary such as ⌊β2⌋ > 0..

• σ and σmin < σmax are standard deviations.

• H() represent a hash function.

(b) Key pair generation: Compute f =
∑n−1

i=0 fixi and g =
∑n−1

i=0 gixi, where fi

and gi are generated from a Gaussian distribution. Verify that f is invertible

modulo q. Next, compute the NTRU equation given f and g. Construct the

matrix B̂ using the fast Fourier transform, calculated for g, G, f , and G as

follows:

B̂ =

[
FFT(g) −FFT(f)

FFT(G) −FFT(F )

]
.

Then, compute the Falcon tree. Starting with G ∈ M2,2(Q[x]/(ϕ)), construct

the Falcon tree T . The root of this tree is L̃, and its two child nodes, G0 and

G1 ∈ M2,2(Q[x]/(xn/2 + 1)), are derived from the LDL decomposition of D11

and D22, which allows expressing a matrix as the product of a lower triangular

matrix L, a diagonal matrix D with positive entries, and the transpose of L

(LT ). By iterating on G0 and G1, the entire tree T is formed, where each leaf

l ∈ Q. Compute h = gf−1 mod q, where the private key is sk = (B̂, T ) and

the public key is pk = h.

(c) Signature generation: Given a private key sk and a message m, the signer uses

sk to sign m. First, generate a random nonce r uniformly from {0, 1}320. Next,

hash the concatenated string (r∥∥m) to produce a polynomial c ∈ Zq[x]/(ϕ),

where c = H(r∥∥m, q, n). Compute t such that B̃t = c. Then, compute z

using Fast Fourier Sampling (ffSampling), which samples signature coefficients

from a Gaussian distribution. The bitstrings s′ are obtained by compressing

s2, resulting in a transformation to (8 · bl − 328) bits. Finally, the signature is

represented by the pair (r, s′).

(d) Verification: Given a public key pk = h, a message m, a signature sig = (r, s′),

and a threshold ⌊β2⌋, the verifier uses pk to verify the signature sig of the
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message m as follows: First, concatenate the nonce r and the message m into

a string (r∥∥m), which is then hashed to produce a polynomial c ∈ Zq[x]/(ϕ).

Next, decompress s′ to obtain the polynomial s2 ∈ Zq[x]/(ϕ). Compute the

value s1 = c − s2h mod q. The signature is considered valid if ∥(s1, s2)∥∥2 ≤
⌊β2⌋; otherwise, it is rejected.

2.4.4 Dilithium

The security of CRYSTALS-Dilithium [31] relies on the difficulty of two lattice prob-

lems: SelfTargetMSIS and LWE problems. The functioning of Dilithium is as follows:

(a) Public parameters

• A polynomial ring Rq = Zq[x]/(x256 + 1), where q is a prime satisfying

q ≡ 1 mod 512.

• Let k, l ∈ N.

• G() and H() represent hash functions.

• Parameters γ1, γ2 ∈ Z.

• d ∈ Zq, η, Ω and β ∈ Z are boundary.

(b) Key pair generation: Select two random strings ρ and θ from {0, 1}256. Next,

use ρ to construct a matrix Ak×l, where each entry is a polynomial in Rq =

Zq[X]/(Xn + 1). Then, choose two random secrets s1 and s2 from Rl
q, ensuring

that each element of s1 and s2 is less than or equal to η. Compute t as As1+s2.

Next, calculate t0 = t mod 2d and t1 = t−t0
2d

. The public key is then pk =

(ρ, t1), and the private key is sk = (ρ, θ,G(p∥∥t1), s1, s2, t0).
(c) Signature generation: Given the keys (sk, pk) and a message M , the process

to compute the signature involves several steps. First, compute A from ρ.

Then, calculate µ as G(G(ρ∥t1)∥M), and subsequently compute p′ = G(θ∥µ).

Select a short vector y ∈ Rl
q with coefficients less than γ1, using the NTT

representation from ρ. The signer then computes ω = Ay. The hash value c is

determined as H(High(w),M), where High(w) represents the high bits of ω.

Next, calculate z as y+cs1. Compute both high and low bits, r1 = High(ω−cs2)
and r0 = Low(ω − cs2), and ensure they satisfy the conditions; if not, repeat

the selection of y. Specifically, check that ∥z∥∞ < γ1− β, ∥r0∥∞ < γ2− β, and
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r1 = ω1. Compute h as r1 ⊕ High(ω − cs2 + ct0). Finally, compute Ω′ = w(h)

and if Ω < Ω′, repeat the process from step 3. The resulting signature is

sig = (z, h, c).

(d) Verification: Given a signature sig on a message m, follow these steps: First,

calculate A and µ. Then, compute ω′ = High(ω− cs2) = High(Az− ct1 · 2d) =

High(ω − cs2 + ct0). Next, verify that the following conditions are met for the

recipient to accept the signature: ∥z∥∞ < γ1−β, c = H(µ∥ω′
1), and Ω′ = w(h)

should be such that Ω ≤ Ω′.

2.4.5 Sphincs+

The security of Sphincs+ [15] is based on a combination of digital signature schemes:

WOTS and XMSS. The functioning of Sphincs+ is as follows:

(a) Public parameters

• A hypertree, witch comprises d Merkle trees, where each tree has a height

of h′.

• A FORS tree, that consists of k parallel trees with a height of a.

• A length n for each hash value, determining the security level.

• The Winternitz parameter w represents a trade-off parameter, with larger

values resulting in shorter signatures but slower signing processes.

(b) Key generation: The key generation process assumes the existence of a func-

tion secRand that, given n as input, provides n bytes of cryptographically

secure randomness. First, compute SK.seed = secRand(n), which generates

all the WOTS+ and FORS private key elements. Next, compute SK.prf =

secRand(n) to produce a randomization value for the hashed message. Then,

calculate PK.seed = secRand(n), which serves as the public seed. Subse-

quently, calculate PK.root, representing the hypertree root, specifically the

XMSS root of the top-level tree. The private key is sk = (SK.seed, SK.prf,

PK.seed, PK.root), while the public key is pk = (PK.seed, PK.root).

(c) Signature generation: Given the private key sk and a message m, the signature

is calculated using the following steps: First, compute R, an n-byte pseudo-

random string generated from SK.prf and m. Next, calculate the digest of the
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message m. Then, compute SIGFORS, which represents a FORS signature

applied to the initial ka bits of the digest. Subsequently, derive PKFORS

from SIGFORS, which corresponds to the public key associated with the

FORS signature. Finally, calculate HTSIG, a hypertree signature applied to

PKFORS. The resulting signature is sig = (R, SIGFORS,HTSIG).

(d) Verification: Given a signature sig on a message m, follow these steps: First,

retrieve R, which corresponds to the initial n bytes of sig. Next, obtain

SIGFORS, which consists of the subsequent k(a + 1) · n bytes of sig. Then,

calculate the digest of the message m. Use SIGFORS and the initial ka bits

of the digest to derive PKFORS. Finally, utilize PKFORS to verify the

hypertree.

2.5 Security in VANETs

A vehicular ad-hoc network (VANET) is a communication network where vehicles

are the main nodes. These networks offer extensive services since they are key part

of intelligent transportation systems, allowing vehicles to efficiently acquire informa-

tion to enable applications such as traffic information in real time, ease of driving,

and road safety [34]. In addition, these networks can provide driver assistance and

even allow autonomous driving at some point [63]. VANETs have two main com-

ponents: vehicles and infrastructure. Vehicles are equipped with onboard commu-

nication units (OBUs), while infrastructure can communicate via satellites or via

pole-mounted units called Roadside Units (RSUs). This network offers various types

of communication [52], such as vehicle-to-infrastructure (V2I) communication, which

facilitates the transmission of crucial information about traffic status and other road

conditions. Vehicle-to-pedestrian (V2P) communication is also promoted, which pro-

motes safety and coordination between vehicles and pedestrians. Vehicle-to-Vehicle

(V2V) communication allows cars to exchange messages directly with each other.

V2V communications imply exchanging information, such as position, velocity,

direction, information about traffic, accidents, works on the road, traffic marks, and

emergencies. This information is processed and analyzed in a platform and then
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Figure 2.2: Applications of V2V communications.

distributed to the rest of the vehicles that form part of VANET [49]. For the V2V

implementation to be effective, the road must have many vehicles capable of commu-

nicating with each other. In addition, communication must meet the requirements

in this domain, such as the delay in the exchange of information and the potency for

validating and processing it. Figure 2.2 shows a model of V2V communication for

road safety.

To implement VANETs, communication technologies have been defined, such as

Dedicated Short Range Communications (DSRC) and Cellular Vehicle to Everything

(C-V2X). These technologies are the principal protocols for vehicle-to-vehicle (V2V)

communication worldwide and are specified within the Media Access Control (MAC)

layer. DSRC is a protocol based on IEEE 802.11 and designed for high-mobility

V2V environments with a range of approximately 1000 m. It is the most commonly

used protocol for V2V communication in the United States, Europe, and Japan

[100]. In addition, DSRC indicates the datum package limit of 2,304 bytes [46]. This

technology is subject to multiple standards, one of which is a standard for exchanging

messages between network nodes, SAE J2945 [24], which mentions the use of a

Basic Safety Message (BSM) that has all the information that a vehicle could need.

Another is the IEEE 1609 family of standards, which dictates, among other things,

mechanisms and algorithms of security for the exchange of BSMs. Every BSM comes

with its signature and a certificate. A CA must transmit certificates to the sender
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to append one of these in a BSM; the suggestion is 20 certificates with a validity of a

week [19]. Also, this certificate must be a pseudonym, giving the sender anonymity.

A Secure Protocol Data Unit (SPDU) is used for transmitting data in vehicular

networks. Each certificate rotates every five minutes, and according to industry

standards, a certificate is attached to every fifth message [24, 50]. Specifically, a

vehicle includes its complete certificate in one out of every five SPDU transmissions.

In all other transmissions, only a hash value of the certificate is included. This

approach is referred to as a five-message cycle. In addition, IEEE 1609 stipulates

that the generation of signatures for the messages and certificates must use ECDSA,

with curves that provide 128-bit level security.

2.6 Hw/Sw co-design

The Hw/Sw co-design concept emerged early in the 1990s for systems that combine

hardware and software devices for a specific task using a tool to compile software

and synthesize hardware [103]. These tasks can be costly in software and can be ac-

celerated by hardware. The accelerators are designed to execute specific operations

faster and more efficiently, enjoying the hardware’s parallel processability. At the

same time, the co-design looks to keep the flexibility provided by the software, which

is a tool more powerful to resolve an amplifier range of problems than does hardware,

which modification requires physical changes in its components by the other hand,

the software can be changed, updated, and reconfigured. [27]. Most embedded sys-

tems are formed by hardware and software components that operate simultaneously

and cooperatively [23]. The systems are directly involved with the environment or

other devices, unlike other devices that interact primarily with the end user, such

as medical devices, aviation systems, communication systems, and telephony. In

the evolution of embedded systems, FPGAs (Field-Programmable Gate Arrays) and

SoCs (System-on-Chip) have an essential role because they provide flexibility and

reconfigurability to adapt to several applications [98].

Pag 27



2.6. HW/SW CO-DESIGN

Figure 2.3: Basic Architecture of an FPGA [51].

2.6.1 Programmable Reconfigurable Devices

A Field Programmable Gate Array (FPGA) contains a series of resources such as logic

blocks, which include logic gates and elements such as LookUp Tables (LUTs) and

Flip-Flops, allowing the implementation of complex logic functions. Additionally,

FPGAs include Block RAM (BRAM) to store data temporarily, as well as Digital

Signal Processors (DSPs) intended to perform advanced mathematical operations,

such as multiplication and addition in parallel, making them particularly useful for

signal processing and digital filtering applications. Another essential resource in

an FPGA is the input/output (I/O) pins, which are configured to interact with

external devices and other system components. Its connection and functionality can

be programmed using a hardware description language. The main feature of these

devices is their ability to be reprogrammed to perform a specific function, which

helps in the development of electronic devices because the developer can design,

refine, and implement solutions in hardware without the need to use an application-

specific integrated circuit (ASIC). A basic schematic is shown in Figure 2.3.

2.6.2 System-on-Chip (SoC)

With the impact caused by FPGA, the actual trend is to add components of FPGA

architecture with a microprocessor CPU in a unique device called System-on-Chip
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Figure 2.4: Basic architecture of Xilinx Zynq-7000 SoC.

(SoC). In cooperation with separate devices, a SoC provides less energy consumption,

better time communication, and space-saving on the printed circuit board [3, 80].

That trend has motivated Xilinx to develop the family of SoC Zynq-7000, which

combines an ARM Cortex-A9 processor with an FPGA from the families Artix or

Kintex [25].

The architecture of these devices is complemented by the standard interface AXI,

which provides ample bandwidth and a low-latency connection between the two prin-

cipal parts of the SoC. This connection type implies that the designer can use the

processor and the programmable logic from FPGA without creating different inter-

faces for the two devices physically separated. Figure 2.4 shows a basic architecture

of the SoC.

2.6.3 Hardware description language

A Hardware Description Language (HDL) is a type of programming language specif-

ically used for hardware design and development. This language enables a formal

and precise description of an electronic circuit, allowing for automated analysis and

simulation. It also facilitates the synthesis of an HDL description into a netlist,

specifying how physical electronic components are interconnected. This netlist can

be placed and routed to generate masks used to create an integrated circuit.

One of the prominent languages is VHDL, which is able to describe various circuit
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types such as ASICs, program FPGAs, or PLDs, among others. Another relevant

language is Verilog, which has a syntax inspired by the C programming language,

making it familiar to engineers. Xilinx Vitis HLS, a High-Level Synthesis (HLS) tool

developed by Xilinx, is another form to describe hardware. With HLS, users can cre-

ate complex algorithms based on FPGAs using C/C++ code, which supports com-

plex data types and mathematical functions. It also integrates with AXI4-Stream,

facilitating data exchange with other IPs.

2.7 Materials and methods

The Hw/Sw co-design was implemented using Vitis HLS [106], Vivado [8], and PYNQ

[88] tools and frameworks.

2.7.1 Vitis HLS

Vitis HLS is a high-level synthesis tool that converts functions written in a high-level

programming language into Register-Transfer Level (RTL) designs. These RTL de-

signs represent the corresponding hardware implementation and are used to develop

Intellectual Property (IP) modules. These RTL IP modules encapsulate a desired

function in a hardware design. Once synthesized, the RTL IP can be used in con-

junction with other hardware and software components within the design flow to

develop complex and complete systems.

The Vitis HLS tool automates many of the modifications necessary to optimize

and implement C/C++ code in programmable logic, thus generating low latency

and high performance in the algorithm. Some of the fundamental tasks of this tool

include inferring the pragmas necessary to implement the correct type of interface

according to the arguments of the function to be synthesized and creating pipelines

between loops and functions. In addition, it allows the code to be customized and

implemented according to different interface standards (such as AXI4) or other spec-

ifications.

The Vitis HLS design flow involves several key steps: First, the desired algorithm

is compiled, simulated, and debugged in C or C++, generating a main function for
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synthesis and a TestBench for operation verification. Next, the generated reports

are reviewed to analyze and optimize the design using pragmas and parallelization

directives. The algorithm is then synthesized into an RTL design or an HDL file using

the Vitis HLS tool. After synthesis, the RTL design’s implementation is verified

through RTL co-simulation with the TestBench. Following verification, the clock

frequency for the created IP is configured. Finally, the IP implementation is packaged

into a compiled object file and exported as an RTL IP.

2.7.2 Vivado

Vivado is a set of software tools for the design of hardware solutions on Xilinx

FPGAs under different hardware description standards such as VHDL, Verilog, and

SystemVerilog, whose main components are:

• IP integrator: Allows the creation of complex hardware systems by instanti-

ating and interconnecting IP cores and modules from the Vivado catalog within

a design panel.

• IP packager: Tool for creating plug-and-play IPs to extend the Vivado IP

catalog.

• Vivado Block Design: Graphic design tool that allows users to build hard-

ware systems visually by interconnecting functional blocks. Among its func-

tions are:

– Includes IP and documentation required to design systems that utilize the

full capabilities of Zynq-7000 SoC devices.

– Users can customize and configure the functional blocks according to their

specific requirements

– To analyze and optimize system performance, such as estimating latency

and resource consumption.

– Connect AXI ports between components.

Once the system design is complete, the synthesis process is performed. During

synthesis, Vivado converts the design into a hardware implementation. Then, Vivado

can generate the files (*.bit, *tcl) that are essential to program the FPGA and define

its functionality and internal configuration, including the layout of logic gates and
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interconnects.

• “*.bit”: contains the bitstream, which is the specific configuration of the FPGA

generated by the hardware synthesis and design using Vivado.

• “*.tcl”: contains a script that performs various tasks, such as setting up the de-

sign environment, generating output files, running simulations, and automating

design workflows.

2.7.3 PYNQ

The PYNQ framework is an open-source Linux-based system using the Petalinux

operating system designed specifically for embedded systems or SoCs. It provides a

development environment that allows users to use both the CPU and FPGA easily.

PYNQ runs on an integrated circuit board (FPGA) from Xilinx’s Zynq family, which

integrates ARM processors with programmable logic.

The PYNQ framework allows access to the programmable logic using different

languages (such as C/C++ or Python), which simplifies the design and implementa-

tion of high-performance embedded systems. Under this environment, the flexibility

and rapid prototyping of FPGA can be exploited to accelerate computationally in-

tensive algorithms and signal processing in real time while taking advantage of the

familiarity and wide range of libraries available for software development. This makes

PYNQ especially suitable for various applications, ranging from learning computer

science to rapidly prototyping complex embedded systems.

The workflow in PYNQ is as follows: First, load the Linux image through the

SD card. Next, place the necessary files generated by Vivado (.bit and .tcl). PYNQ

makes it possible to create scripts to upload the IP files. These files are used for

programming the FPGA through the “*.bit” file, and the write and read memory

addresses are accessed through the “*.tcl” file. This functionality allows the creation

of a control function for the operation of the IP.
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2.8 Summary

This chapter reviewed the fundamental concepts employed throughout this thesis.

The structures used for security in V2V communications were shown, such as dig-

ital signatures and digital certificates. However, due to the capability of quantum

computing, the security of current digital signature schemes in V2V communications

will become vulnerable. Therefore, the fundamentals of post-quantum cryptography

were presented based on problems for which there is no efficient algorithm to solve

them on quantum computers. The NIST initiated a standardization process that led

to the adoption of three digital signature algorithms: Dilithium, Falcon, and Sphincs.

The chapter also included a discussion on the security in VANETs, where concepts

such as vehicle-to-vehicle (V2V) communication, the DSRC standard responsible for

the maximum payload that can be used in V2V, as well as the IEEE 1609.2 standard,

which mentions ECDSA based on the discrete logarithm problem over elliptic curves,

as the cryptographic mechanism to be used for V2V message authentication.

Finally, the concept of Hw/Sw co-design was discussed as a way to accelerate the

most demanding tasks in various applications by taking advantage of the flexibility

provided by the software and the high performance provided by the hardware. Ad-

ditionally, the rise of using SoC (System on Chip) to implement and validate such

co-designs was discussed, as these devices have programmable logic and a processor

system on a single device, reducing costs, energy, and delays. Finally, the chapter

described the frameworks used for the Hw/Sw co-design, such as Vitis HLS, Vivado,

and PYNQ.
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CHAPTER 3
State-of-the-art

This chapter presents a review of related works to the problem of providing quantum

resistance to V2V communications. First, works aiming at replacing the actual

standard in communications V2V are discussed. Then, a discussion is provided

about works that propose hybrid schemes to overcome the transition stage to post-

quantum cryptography. Finally, the chapter reviews works that pursue to speed up

the three finalists in the NIST PQC standardization process.

Table 3.1 shows the notation used in this chapter and for the rest of this thesis.

Name Meaning

U A user

SU U ’s signature scheme

pkc
U U ’s classic public key

skc
U U ’s classic private key

CU U ’s hybrid certificate

CC
U U ’s classic certificate

Cpq
U U ’s post-quantum certificate

Sc
U .Sign() Function that signs using classic algorithm by U

Sc
U .V rfy() Function that verifies a classic signature generated by U

IU Metadata of U

CC
U .getSignature() Function that obtains the signature of Cc

U

Cpq
U .getSignature() Function that obtains the signature of Cpq

U

CA Authority certificate
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SCA CA’s signature scheme

pkc
CA CA’s classic public key

pkpq
CA CA’s post-quantum public key

skc
CA CA’s classic private key

skpq
CA CA’s post-quantum private key

Sc
CA.Sign() Function that signs using classic algorithm by CA

Spq
CA.Sign() Function that signs using PQC algorithm by CA

Sc
CA.V rfy() Function that verifies a classic signature generated by CA

Spq
CA.V rfy() Function that verifies a PQC signature generated by CA

α Parameter that indicates the number of partitions

BSM Basic safety message information

CConsα() Function that rebuilds the α’s parts of the certificate

CFragα() Function that partitions a certificate into i parts

Ci i-th partition of the certificate

H() Hash function

sigc Classic signature

sigci Classic signature of the i-th BSMi

SPDU Safe Protocol Data Unit

Table 3.1: Notation Table.

3.1 A Substitute for IEEE 1609.2

Mukherjee et al. [81] present LB-CPPA, a Conditional Privacy-Preserving Authenti-

cation (CPPA) lattice scheme based on the SIS problem. This scheme offers security

and privacy, such as V2V as V2I communications. LB-CPPA consists of three prin-

cipal stages: system initialization, in which the Trust Authority (TA) generates

and shares the parameters between the entities; signature generation, in which the

anonymity nodes (for example, vehicles) sign messages; verification, in which the

RSU and the vehicles verify the input messages. The security of LB-CPPA under-

went analysis within a random oracle model to demonstrate its resistance against

quantum computers.
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Salman and Blankinship [91] describe an implementation aimed at two key goals:

ensuring the resilience of Public Key Infrastructure (PKI) against quantum com-

puting threats and minimizing energy consumption. This approach utilizes cryp-

tographic keys specifically designed to enhance security and efficiency in V2V and

V2I communications within VANETs, developed by Crash Avoidance Metrics Part-

ners (CAMP) in collaboration with the United States Department of Transportation

(USDOT). The system architecture consists of three primary components: the end

device, the Registration Authority (RA), and the Certification Authority (CA). The

process begins with vehicles sending a Certificate Signing Request (CSR) containing

seed keys to the RA, which then forwards the request to the CA for signing. The

implementation employs the Integrated Elliptic Curve Encryption Scheme (ECIES).

As a quantum-resistant alternative, the NTRU problem is also considered, although

it has been observed to be slower than ECIES in experiments conducted on a Rasp-

berry Pi.

Li et al. [71] propose a lattice digital signature scheme based on the RSIS problem

with revocation dynamic for VANETs, which they probed in a random oracle model

that in their proposal is unforgettable in a quantum computer. That scheme allows

sign aggregation from multiple signers across different messages into a single signature

and reduces the signature length and verification efficiency. It involves four entities:

the Key Generation Center (PKG), responsible for key management service; the

signer, who signs messages using their key; the aggregator, who collects signatures

and messages to aggregate the signatures generated by signers; and the verifier, who

only needs to verify the aggregate signature to validate all messages.

Dharminder and Mishra [28] present a practice scheme for Conditional Privacy-

Preserving Authentication (LCCPA) based on lattices in the SIS problem for ve-

hicular security. LCPPA improves the efficiency of communication and reduces the

time of verification, guaranteeing identification and user authenticity. The network

model involves four entities: trusted third party (TT), RSU verifies the authentic-

ity of messages, Authentication Server (ATS) provides the resources, and vehicle

detects tampers of the messages. LCCPA is similar to Diffie-Hellman (DH), a key

establishment protocol between two parties, with a slight storage cost but a similar

communication cost.
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Kim and Seo [61] propose a method to apply post-quantum cryptography algo-

rithms, specifically Crystals-Dilithium, in the V2V communication in the application

layer. It introduced a “simple split path” and a method split package to apply the big

signatures in V2V communication. The experimental results show a smaller latency

than traditional methods.

In the state-of-the-art, there are solutions to the long periods for the substitution

or modification of the actual standard to add post-quantum cryptography either with

NIST recommendation for standard or another scheme; some proposals only show

that it is quantum resistant; nevertheless, some leave aside metrics such as time and

storage cost.

Twardokus et al. [100] discuss the viability of the post-quantum algorithms: Fal-

con, Dilithium, and Sphincs+ in V2V communications. They show the use of a

hybrid scheme, i.e., the use of the actual standard ECDSA and a post-quantum al-

gorithm, for a transition stage, nevertheless is not feasible because the big size of

payload caused by the use of both signatures from that scheme and does not stick to

requirements of the V2V communication protocols. Considering this, they propose a

partially hybrid scheme; its operation is described in the following subsection. How-

ever, it even shows a disadvantage in the number of cars that can send and verify

messages.

3.2 Transition to post-quantum cryptography

The transition to post-quantum cryptography has been recommended in several fo-

rums and works [6, 54, 58, 107]. Suppose the time remaining until large-scale quan-

tum computers are available for cryptanalysis is less than the sum of the lifetime

of the data needing protection and the time required to transition to post-quantum

cryptography. In that case, the data will be at risk. A clear example of this risk

is the store-now-decrypt-later (SNDL) [78] attack against conventional encryption

algorithms, where an adversary stores text encryption to decrypt it later using a

quantum computer.

However, while it is vital to advance the transition to post-quantum cryptographic
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algorithms, it is also crucial to adopt a conservative and cautious stance. A hybrid

strategy has been suggested to address this issue; this scheme is recommended to

facilitate the transition to the post-quantum stage [75]. It allows security to be

maintained during the implementation of new algorithms since the security of the

hybrid scheme depends on at least one of the underlying components remaining secure

[65]. From this perspective, the hybrid strategy offers an effective solution when the

security of a new primitive is not yet established, but that of an old primitive is

already in doubt.

3.2.1 Protocol for verification in V2V communications

Explaining the current security protocol used in V2V communications is necessary

for a clear interpretation of the hybrid scheme.

Let M denote the message space corresponding to BSMs and U denote the set

of pseudonyms, a user U ∈ U , the certification authority CA, and BSM ∈ M. Let

Sc
U and Sc

CA be the signature schemes using classic algorithms for a user U and a

certification authority CA, respectively, as defined in subsection 2.2. The protocol

for verification in V2V P communications [100] is defined as follows:

The process begins with the “Certificate request phase”, where the user requests

a certificate from the Certificate Authority (CA). The CA loads its keys (pkc
CA, sk

c
CA)

and generates the user’s certificate Cc
U , which is then transmitted to the user. In the

“SPDU generation phase”, the sender loads their own keys (pkc
U , sk

c
U), generates a

Basic Safety Message (BSM), and signs it to obtain the signature sigc. The resulting

SPDU consists of the user’s certificate Cc
U , the BSM, and the signature sigc, which is

transmitted to the receiver. Finally, in the “SPDU verification phase”, the receiver

verifies the user’s certificate Cc
U and the signature sigc. If both verifications are

successful, the receiver proceeds to process the BSM.

Figure 3.1 illustrates a model of the current V2V security protocol. Figure 3.2

presents description in the form of an interaction diagram 2.5.
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Figure 3.1: Current IEEE 1609.2 V2V security protocol.

Figure 3.2: Interaction diagram of the current V2V protocol.
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3.2.2 Hybrid scheme in V2V communication

A hybrid cryptographic scheme combines different cryptography algorithms in a

scheme [7]. In this context, the secret key is a concatenation of the secret keys

of the algorithms that make up the hybrid scheme, and the public key is a combi-

nation of the public keys corresponding to those secret keys. In this thesis, a hybrid

scheme is the combination of a traditional scheme with a post-quantum scheme.

3.2.2.1 Post-Quantum hybrid scheme for V2V communications

The hybrid scheme in the context of V2V communication is shown below. Here,

the ECDSA scheme, as specified by the IEEE 1609.2 standard, is combined with a

post-quantum digital signature scheme, such as one of the three NIST finalists. The

process begins with a certificate authority issuing certificates for the sender user,

which are signed using both ECDSA and a post-quantum signature scheme. Each

BSM is then signed with both ECDSA and post-quantum signatures. Upon receipt,

the receiver verifies the hybrid certificate using the public keys of the authority (one

for ECDSA and one for the post-quantum scheme). After verifying the certificates,

the BSM is authenticated using the public keys of the sending user, with one key

for ECDSA and one for the post-quantum scheme. Nevertheless, using the hybrid

scheme is impractical in the transition to the post-quantum stage due to the size of

the signatures that overtake the requirements of the V2V domain. A viable solution,

as demonstrated by Twardokus et al. [100], is to implement a partially post-quantum

hybrid scheme for V2V authentication.

3.2.2.2 Partially post-quantum hybrid scheme for V2V communicaions

This design is efficient, has a small payload, and maintains backward compatibil-

ity. The scheme consists of a hybrid certificate that combines a quantum-resistant

digital signature scheme and the current scheme (ECDSA) within the certificate,

maintaining the basic security message (BSM) signature solely with ECDSA. This

dual-signature approach guarantees that the ECDSA verification key remains unal-

tered and originates from a legitimate certificate authority. However, the partially
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hybrid scheme addresses two main attack vectors:

1. A quantum adversary could potentially forge a signature on a BSM. This would

require creating the forgery within the certificate’s validity period, which is

shortened as ECDSA becomes vulnerable over time [100]. The period of vul-

nerability can be managed through updates, and during the transition phase,

quantum adversaries are no more powerful than classical counterparts in this

type of attack.

2. A quantum adversary might attempt to produce a fraudulent certificate issued

by a certificate authority (CA). To mitigate this risk, the system incorporates

a second signature using a post-quantum algorithm, resulting in a hybrid cer-

tificate.

To provide a detailed understanding of this partially hybrid design, the following

functions are defined:

• CU = (Cc
U ||C

pq
U ), the hybrid certificate is defined differently in each design,

where Cc
U is the classical certificate, Cpq

U is the post-quantum certificate, and ∥
is the concatenation operator of these two components.

• CFragα : CU → {C1, . . . , Cα} is the set of the hybrid certificate partitions into

α equal parts (i.e., C1 = (Cc
U ||Cfrac), where Cfrac is a fraction of Cpq

U ). The

choice of α depends on computing resources demanded by the PQC algorithm

that meet the IEEE 1609.2 requirements in terms of time and space.

• CConsα : {C1, . . . , Cα} → CU reconstructs a hybrid certificate.

• H : CU → hc, where H is a hash function, hc ∈ {0, 1}256.
The parameter α is optimized based on the design and the post-quantum algo-

rithm to ensure that all BSMs can be signed at least with ECDSA. The goal is to

minimize α while maintaining post-quantum security for the maximum number of

BSMs possible. Additionally, all frames must have a maximum size of 2,304 bytes to

comply with current DSRC protocols, and all frames transmitting CU are required

to be of equal size.

Another aspect to consider for the proposed partially hybrid post-quantum scheme

is the five-message cycle, which helps with payload reduction.

Similar to the current protocol, letM denote the message space corresponding to
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BSMs, and let U denote the set of pseudonyms, with a user U ∈ U , the certification

authority (CA), and BSM ∈ M. Let Sc
U be the classical digital signature scheme

for a user U , and Sc
CA, Spq

CA be the classical and PQC digital signature schemes for

the CA, respectively. The partial hybrid scheme works as follows:

First, during the “Key load phase”, the CA loads its keys (pkc
CA, sk

c
CA, pk

pq
CA, sk

pq
CA).

The sender does the same. The sender only uses conventional cryptography using

its keys (pkc
U , sk

c
U). Next, in the “Certificate generation phase”, the sender requests

the certificate from the CA, which then generates a hybrid certificate (CU) consist-

ing of the concatenation of two certificates: one signed with ECDSA (Cc
U) and the

other with a PQC (Cpq
U ) algorithm. The CA then transmits the certificate to the

sender to transmit the SPDUs. During the “Pre-α phase”, for each BSMi where

i = 1, ..., α− 1, the SPDUi consists of a partition of the hybrid certificate (Ci), the

BSMi, and its signature (sigci ). In this phase, the receiving vehicle delays processing

of BSMi until BSMα is sent, which includes the final part of the post-quantum cer-

tificate, the BSMα, and the signature sigα. The “In-α phase”, the receiving vehicle

reconstructs the certificate (CU). As this is a scheme designed for the transition

phase, it must remain compatible with the current protocol. For vehicles capable

of verifying PQC signatures, the post-quantum signature of the certificate should

be verified. If the verification is successful, or if the vehicle does not support post-

quantum verification, the receiving vehicle verifies the ECDSA-signed certificate and

the BSM signature. Once verified, it proceeds with the processing of BSMi. During

the “Post-α phase”, for each BSMi where i = α + 1, ..., 5, the SPDUi consists of

the corresponding signature sigi and the hash of the complete certificate. Upon re-

ceiving SPDUi, the receiving vehicle verifies the hash of the complete certificate and

the signature, then proceeds to process the BSMi. Figure 3.3 shows an interaction

diagram of the partially hybrid post-quantum scheme previously described.

The cycle described in the previous paragraph repeats every five BSMs, while

certificates are periodically updated; for example, certificates are updated every five

minutes with a validity period of one week.

This scheme ensures that the payload size requirement for each SPDU is satisfied,

as shown in Table 3.3. Both the choice of α and the SPDU size calculations for each

scheme were based on the recommendations in [100, 60]. The ECDSA certificate
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Figure 3.3: Interaction diagram for a partially hybrid post-quantum scheme for quantum-resistant
authentication in V2V communications.
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Scheme NIST Security Level Signature Size Public Key Size

Falcon 512 1 666 897
Dilithium II 1 2420 1312
Sphincs+ 128 1 7856 32

Table 3.2: Comparison of cryptographic post-quantum algorithms.

Scheme |CU | |Ci| α |SPDU1| |SPDU2| |SPDU3| |SPDU4| |SPDU5|
Falcon 512 828 828 1 955 159 159 159 159
Dilithium II 2582 1291 2 1418 1418 159 159 159
Sphincs+ 128 8018 2005 4 2132 2132 2132 2132 159

Table 3.3: Size (bytes) for certificates and SPDUs in PQC schemes for the partial hybrid scheme.

size is 162 bytes, while the total certificate size, denoted by |CU |, comprises both

the ECDSA certificate and a post-quantum signature. The size of a partition of

CU , represented by |Ci|, is based on α. The size of the ECDSA signature generated

by the transmitting user is denoted as |sig|. The BSM size is approximately 39

bytes, while the hash size, using the SHA-256 algorithm, is 32 bytes. |SPDUi|
corresponds to the size of SPDUi within the five-message cycle of the partial hybrid

PQC scheme. Specifically, |SPDUi| = |BSM |+|Ci|+|sig|+24 when i ∈ 1, ..., α, and

|SPDUi| = |BSM |+ |hash|+ |sig|+ 24 when i ∈ α + 1, ..., 5. Furthermore, the sizes

of the three post-quantum algorithms are considered, with a security level of 128-bits

corresponding to NIST level 1, as used in the partially hybrid scheme. In security

terms, level 1 is equivalent to the protection provided by 128-bit AES (Advanced

Encryption Standard), which means there are 2128 possible key combinations for

encryption and decryption [104]; level 3 corresponds to the security of 192-bit AES,

and level 5 corresponds to the security of 256-bit AES.

In the comparison of the presented sizes, it is also necessary to consider the

additional size of the headers for practical application within the certificates. These

headers include data such as the expiration date, metadata of the transmitting user,

and crucial information for verification and decoding, totaling between 40 and 30

bytes [100].
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3.3 Acceleration of PQC Digital Signature Algo-

rithms

As mentioned, post-quantum digital algorithms are slower than the actual algo-

rithms. Implementing these algorithms in hardware can accelerate the execution

time. Schemes based on lattices have shown be more efficient in devices with limited

resources than other reliable math to quantum computers (compared with the hash

function used in Sphincs+) because they are fast and have small signature sizes [72].

Wang et al. [102] mention that Dilithium has favorable characteristics for full

implementation in hardware. Nevertheless, Falcon has greater difficulty in hardware

implementation due to float-point arithmetic. These operations require floating-point

FFT operations, which are costly to implement in hardware. On the other hand, veri-

fication is much simpler, involving integer polynomial operations and using the Shake

256 hash function based on Keccak, a part of SHA-3. Authors present an implemen-

tation of a Hw/Sw co-design for the Dilithium scheme. They use an SoC where the

most costly part is calculated by hardware, which includes polynomial multiplication

and the computing of the hash. They do design a hardware implementation of NTT

to accelerate the polynomial multiplication, which is coherent with Zhou et al. [108]

that mention that the polynomial multiplication and SHA-3 function is the most

cost computationally intensive function of Dilithium. They implement a co-design

of Dilithium to accelerate the polynomial multiplication. Gaoyu et al. [36] present a

co-design implementation to accelerate the polynomial operation and hash function

SHAKE for the key generation, signature generation, and verification. In addition,

full implementations for Dilithium have been reported, for example, Beckwith et al.

[13] and Land et al. [66].

Schmid et al. [92] describe a full hardware implementation of Falcon using High-

Level Synthesis (HLS). Their code is based on the NIST implementation written

in C and modified to accomplish with HLS. Karabulut and Aysu [56] presented a

co-design for Falcon that accelerates the discrete Gaussian sampling used during key

generation. They propose a co-design of this sampling to handle flexible calculations

enabling the adjustment of variable parameters in software and the execution of fun-
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damental operations with low latency using parameterized and customized hardware.

Amiet et al. [9] present a hardware accelerator for Sphincs+ based in SHAKE256.

They mainly focus on fast signing with moderate use of FPGA resources. Their

accelerator is capable of signing, key generation, and signature verification. Authors

mentioned that their accelerator, compared with other hardware implementations of

the classical signature scheme RSA and ECDSA, is highly competitive in signature

and verification time terms. Dai et al. [26] propose four hardware architectures for

Haraka in SPHINCS+. The different cases combine several optimization methods

for different application cases. Berthet et al. [16] proposed a full area-efficient FPGA

implementation of Sphincs+ based SHA-256. This optimization of resources allows

use on low-power IoT devices.

Soni et al. [94] present a methodology to implement and evaluate post-quantum

cryptography (PQC) algorithms in hardware, including the three finalists of the

NIST post-quantum algorithm standardization. Given the complexity of PQC al-

gorithms, it is challenging to develop optimized RTL designs in Verilog/VHDL in a

short time. Authors present a full implementation for Sphincs+, Dilithium, and an

implementation of verification of Falcon. A HLS methodology is adopted from the

available C specifications.

Table 3.4 presents a summary of the state-of-the-art hardware acceleration of

PQC digital algorithms. This table shows the accelerated algorithm, the acceler-

ated part, the platform used for its evaluation, the hardware description language

employed (if mentioned), and the acceleration obtained. In the case of a SoC, the

comparison is made with the processor within the SoC, and in the case of an FPGA,

the comparison is as mentioned by the authors.
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Reference Algorithm Aceleration

part

Platform Lenguaje

descrip-

tion

Speed - up

[102] Dilithium Polynomial

multiplication,

hashing, and

sampling for

signing and

verification

SoC: Xilinx

Zynq-7000

Verilog 17× for signing and

40x for verification

[108] Dilithium NTT implemen-

tation for poly-

nomial addition

and multiplica-

tion for signing

and verification

SoC: ARM

Cortex-A9

of Zynq-

7020

Verilog 11.2× for signing

and 7.4x for verifi-

cation

[13] Dilithium Full implemen-

tation

Virtex

Ultrascale+

Verilog 2961× for key

generation, 1071×
for signing, and

2042× for verifica-

tion. Compared to

Cortex-M4.

[36] Dilithium NTT/INTT

for polynomial

operation and

SHAKE.

SoC: ARM

Cortex-A9

of Zynq-

7000

Verilog 8.7x for key gener-

ation, 6.3x for sig-

nature, and 9.1 for

verification.

[66] Dilithium Full implemen-

tation

Artix-7 592× for key

generation, 300×
for signing, and

510× for verifica-

tion. Compared to

Cortex-M4.

[9] Sphincs+ Full implemen-

tation

Artix-7 Verilog-

VHDL

10X for signing,

6.3x for verifica-

tion. Compared to

desktop computer

CPU.
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[26] Sphincs+ Haraka ASIC 7.79×. Compared

to CortexA72

[16] Sphincs+ Full implemen-

tation

Xilinx

XZU3EG

FPGA

The FPGA imple-

mentation is in the

same order of mag-

nitude in terms of

speed as the desk-

top computer CPU.

[56] Falcon Discrete Gaus-

sian sampling

for key genera-

tion

SoC: ARM

Cortex-A9

of Zynq-

7000

2.7x for Verification

[92] Falcon Full implemen-

tation

Zynq Ul-

traScale+

(ZCU104)

FPGA

HLS 9.8x for key gener-

ation, 30x signing,

and 4.8x for verifi-

cation. Compared

to Cortex-M4

Table 3.4: Hardware acceleration of PQC digital algorithms.

3.4 Summary

This chapter reviewed the state of the art in verification in V2V communications.

There are proposals for replacing the current standard for V2V communications

in the quantum stage. Additionally, for a transition to this stage, hybrid schemes

are suggested, i.e., using the current cryptographic standard (ECDSA) and a post-

quantum scheme. However, this approach is impractical due to the amount of payload

used by both schemes, which violates the payload requested by the DSRC standard.

Therefore, partially hybrid schemes have been suggested. The main difference from

the current protocol is that the BSM signatures are maintained with ECDSA, and the

certificate is signed with both ECDSA and a post-quantum algorithm. Additionally,

by using industry standards such as a five-message cycle, it is possible to divide the

certificate into partitions and transmit each chunk to the receiver, who reconstructs

the certificate. The receiver can then proceeds to verify both signatures on the
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certificate and continue with the current protocol using the five-message cycle, i.e.,

verifying a hash associated with the certificate and the BSM. Therefore, the use of

this type of scheme is the best suggestion to address the issue of a quantum-safe

protocol in the transition stage.

Given that this work aims to use hardware, potential implementations must be

feasible. Only the verification of the post-quantum scheme is used within the state-

of-the-art in partially hybrid schemes. Thus, in an Hw/Sw co-design, the verifications

of these schemes must be feasible to implement in hardware. In the state of the art,

works related to hardware implementations of signature verification for the three

post-quantum schemes were discussed. This suggests that, at the implementation

level, any algorithm can be chosen for this partially hybrid scheme protocol in V2V

communications.
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CHAPTER 4
Hw/Sw co-design for quantum-safe

authentication in V2V communications

As mentioned in Chapter 1, two challenges make it difficult to adopt a pure post-

quantum approach in the transition stage to post-quantum security due to the con-

strains implied by the actual standards. The first one is to meet the payload limit

imposed by the communication protocol (DSRC). The second is to meet performance

requirements, specifically to verify 100 vehicles in a 100 ms time frame [100].

This chapter presents the details of a novel Hw/Sw co-design well suited for

enabling authentication in V2V communications during the transition stage to post-

quantum resistance. This co-design supports the execution of a partial hybrid scheme

that uses both classic and PQC digital signatures in the authentication process of

messages exchanged in V2V communications according to the IEEE standard. While

most of the partial hybrid scheme is executed in a general-purpose processor, hard-

ware is used to accelerate PQC signature verification, which results in the most time

consuming operation in the whole protocol.

4.1 Partially hybrid scheme

In the transitional stage, it is recommended to use a hybrid scheme in the V2V

communications domain, involving both ECDSA and a post-quantum cryptography

digital signature scheme. However, due to payload constraints, a hybrid scheme is
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not feasible because a post-quantum signature, which is considerably larger than

classical schemes, is added to an ECDSA signature, which significantly increases the

payload.

In section 3.2.2, a partially hybrid solution to this problem, documented in the

literature, was presented. Since this work focuses on a hardware and software co-

design, and it is essential to identify which tasks require acceleration, the protocol is

described at the operational level in Figure 4.1, using the notation defined in Table

3.1.

First, the “Pre-α phase” (lines 1-9) is outlined. During this phase, the trans-

mitting vehicle U uploads the CU , performs the partitioning of CU , generates BSMi,

and signs to create the corresponding SPDUi (line 8), which is transmitted to the

receiving vehicle R. The latter maintains the delay (line 9) due to the impossibility

of reconstructing CU . This process repeats for i = 1, ..., α− 1.

The “In− α phase” (lines 10-24) allows U to generate SPDUα, which includes a

partition Ci, BSMi, and the respective signature (lines 10-12), which is then trans-

mitted to R. In this phase, CU can be verified, allowing for its reconstruction (line

13). Next, it is checked whether the vehicle can verify PQC signatures (line 15); if

the verification is successful or if the vehicle lacks this capability, the ECDSA-signed

certificate is verified (line 19). Subsequently, R can verify the signatures on BSMi

for i = 1, ..., α, that is, all previous BSMs that were delayed due to the inability to

verify them. Then, R can process each BSM (lines 20-23).

Finally, in the “Post-α phase” (lines 25-34), U creates SPDUi generating and

signing BSMi for i = α+ 1, ..., 5, along with the hash of CU . Upon transmitting this

SPDU, the hash is verified (line 29), and if it is correct, BSMi is verified (line 32)

and then processed.

For the Hw/Sw co-design, the three finalist schemes for post-quantum standard-

ization were considered. A main task for designing the Hw/Sw architecture was

determining which tasks can be executed efficiently in software and which create

bottlenecks and need to be accelerated in hardware. Starting from the previous hy-

brid scheme, the design of the proposed Hw/Sw architecture was done, considering

the following stages:

• The selection of the most convenient post-quantum scheme according to the
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Figure 4.1: Vehicle-to-Vehicle communication protocol using a partially hybrid scheme.
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Scheme Time vs. ECDSA
ECDSA 1.26 1.00

Falcon 512 69.19 54.78
Dilithium II 14.59 11.55
Sphincs+ 128 12331.91 9764.36

Table 4.1: Comparative time (ms) of PQC signature generation algorithms vs. ECDSA on Cortex
A9.

payload size restrictions.

• The partitioning of tasks to be most conveniently implemented in hardware or

software based on the target performance.

4.2 Post-quantum signature for the Hw/Sw co-

design

First, the most suitable PQC digital signature algorithm for the hybrid V2V authen-

tication scheme was selected. To achieve this, the focus was on analyzing the three

PQC digital signature algorithms recommended by NIST.

There are three security levels among Dilithium implementations: Dilithium2

(level 1), Dilithium3 (level 3), and Dilithium5 (level 5). Falcon has two security

levels: Falcon 512 (level 1) and Falcon 1024 (level 5). Sphincs+ has three security

levels: Sphincs+ 128 (level 1), Sphincs+ 192(level 3), and Sphincs+ 256 (level 5).

The IEEE 1609.2 standard recommends a security level of 128 bits, so the study

only considers level 1 in the three algorithms [100].

Two metrics were primarily considered for an analysis of the three algorithms:

performance and signature size.

Firstly, as a performance test, three PQC algorithms were implemented and eval-

uated under the same conditions. The libraries used were Botan [18] for ECDSA,

liboqs [84] for Dilithium and Sphincs+, and NIST implementation [92] for Falcon.

Tables 4.1 and 4.2 show a performance comparison of all these schemes for signature

and verification operations.

The lattice-based schemes, Dilithium and Falcon, offer advantages compared to
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Scheme Time vs. ECDSA
ECDSA 0.10 1.00

Falcon 512 2.50 25.00
Dilithium II 3.41 34.10
Sphincs+ 128 12.32 123.20

Table 4.2: Comparative time (ms) of PQC signature verification vs. ECDSA on Cortex A9.

PQC signature verification νmax

Falcon 512 37
Dilithium II 26
Sphincs+ 128 7

Table 4.3: Performance comparison of PQC signature verification in the partially hybrid approach
for V2V message authentication.

the hash-based scheme (Sphincs+). Firstly, their efficiency is better in terms of time

and resources, as they require fewer computational resources. So, they seem more

suitable for applications where performance is a priority [67].

Table 4.3 shows a performance comparison with the maximum capacity of vehi-

cles to be verified, for the three post-quantum digital signature schemes under the

partially hybrid scheme. The column νmax shows the number of vehicles to be ver-

ified with each of the post-quantum schemes recommended by NIST. This number

is dependent on the verification of the SPDUα, which is when the receiving vehicle

acquires the complete certificate. In this SPDU, the verification of the hybrid cer-

tificate is carried out together with the verification of the α − 1 BSMs previously

received.

In terms of the signature size, lattice-based schemes have smaller public keys and

signatures than hash-based schemes, as it can be seen in Table 4.4, where Sphincs+

has a signature size approximately 122 times larger than ECDSA, six times larger

than Dilithium, and nine times larger than Falcon. Falcon has the shortest signatures

among the three PQC digital signature algorithms. This aspect is crucial in the

context of V2V communications using a partially hybrid scheme. Table 3.3 shows

that Falcon only requires one SPDU, so latency reduces for the receiver to acquire the

entire hybrid certificate. In contrast, Dilithium requires two SPDUs, which causes a
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Algorithm Public Key Signature

ECDSA 64 64
Falcon-512 897 666

Dilithium-II 1312 2420
Sphincs+ 128 32 7856

Table 4.4: Comparison of cryptographic sizes (bytes) of digital signature schemes.

delay in the verification of a BSM. On the other hand, Sphincs+ needs four SPDUs,

which results in a delay of three BSMs before they can be verified. This consideration

is crucial in domains where decisions must be made within milliseconds, such as in

vehicular contexts. In terms of the length of the digital signature, Falcon is the best

choice due to the absence of delay for BSM verification.

The above shows that Sphincs+ has the lowest performance in both response time

and delay time before being able to verify the hybrid certificate, as well as needing

the largest payload to transmit the hybrid certificate, not taking advantage of the

five-cycle messages feature, which aims to reduce the amount of payload to transmit.

On the other hand, Falcon and Dilithium show the best performances in this domain.

However, Falcon resulting being better than Dilithium due to the lack of delay since

one SPDU is sufficient for the complete transmission of the hybrid certificate.

On the other hand, Dilithium stands out for its simplicity of full hardware imple-

mentation compared to Falcon; as discussed in the previous chapter, Falcon verifi-

cation is also favorable for hardware implementation due to the absence of elements

that cause difficulties in the entire scheme, such as Gaussian sampling, which is used

in key and signature generation.

Table 4.5 provides a comparison between Falcon and Dilithium using the pa-

rameters originally proposed by their creators. Signature verification in Falcon and

Dilithium use the same hash function; however, while Falcon uses a single poly-

nomial, Dilithium uses arrays of polynomials, making Dilithium’s operations more

complex. That is why signature verification in Falcon has better running times. Due

to its feasible hardware implementation, lower payload usage, and lack of certifi-

cate partitioning, Falcon provides a better combination of efficiency and simplicity
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Dilithium Falcon

Security Basis M-LWE, SIS NTRU-SIS
Hash Function SHA-3 SHA-3

Elements
Vectors/matrices of polynomials

(k, l) ∈ [(4, 4), (6, 5), (8, 7)]
Polynomials

Polynomial
Degree

256 [512, 1024]

Coefficient
Modulus

8, 380, 417 (23-bit) 12, 289 (14-bit)

Table 4.5: Comparison of Dilithium and Falcon parameters.

in the verification algorithm than the other two schemes. Therefore, Falcon repre-

sents the best option for verifying hybrid certificate signatures, and consequently, it

results being the most suitable post-quantum algorithm for authentication in V2V

communication when implemented as a Hw/Sw co-design.

4.3 Task Partitioning in Hardware and Software

Implementing a Hw/Sw co-design for message authentication in V2V communication

requires deciding which tasks are implemented in software and which ones are accel-

erated in hardware. A careful partition will result in a better usage of computing

resources, avoiding excessive load on hardware implementation and taking advantage

of the flexibility of software.

At the sender side, ECDSA in software meets by far the requirement of signing

one BSM within 100ms. Thus, ECDSA is not required to be accelerated in hardware.

With a pure software implementation, as shown in Table 4.3, the partially hybrid

scheme would only be able to verify approximately 37 vehicles, which is significantly

below the recommended number. The verification of the Falcon algorithm represents

a significant bottleneck, consuming 92% of the total time required to verify a vehicle.

Additionally, following the practice of using a five-message cycle, the verification

of the hybrid certificate occurs only in the first transmitted message. Therefore,

hardware acceleration for Falcon verification in the first message is necessary to

improve performance in terms of time. During the remainder of the cycle, an ECDSA
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Figure 4.2: Diagram of the Hw/Sw partition for signature verification of SPDU1.

signature associated with the SPDU is verified, and a 256-bit hash (e.g., SHA-256)

related to the certificate is computed. On a Cortex A9, the execution time for SHA-

256 is approximately 0.039 ms. Adding the time for ECDSA verification and hash

calculation, the total operation takes around 0.139 ms. By repeating this process for

the remaining four messages of the cycle, it would be possible to verify 100 messages

in approximately 14 ms, which meets the time constraints. Therefore, on the receiver

side, it is only necessary to accelerate the verification associated with the first SPDU1

for the partially hybrid scheme using the post-quantum Falcon scheme, while other

tasks can be efficiently executed in software.

It is intended to use both software and custom hardware that performs the Falcon

verification. Once the post-quantum signature verification is complete, a verification

value is returned for the software to proceed to verify the ECDSA-signed certifi-

cate (Cc
U) with the ECDSA public key associated with the certification authority

(pkc
CA) and finally, to verify the signature (sigc) associated with the message (BSM)

along with the ECDSA public key associated with the issuing user (pkc
U). Then,

the verification of SPDU1 is completed. Figure 4.2 shows a diagram of the Hw/Sw

architecture for SPDU1 verification.

After verifying the first SPDU , verifying the rest of the four SPDUs within the
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cycle of five messages consists of verifying a Hash and a signature associated with

the respective BSM . As mentioned above, this can be executed in software.

Figure 4.3 presents the proposed Hw/Sw co-design for a partially hybrid scheme

in V2V communication within a five-message cycle, depicted as a block diagram at

the operational level. This figure highlights which operations require acceleration

and which do not, according to the discussion presented in the previous sections.

The figure is divided into three parts according to specific use cases.

Figure 4.3a illustrates the use case where SPDUi with i = 1, ..., α− 1 is transmit-

ted, representing the process of partitioning and transmitting the hybrid certificate,

along with the BSM and its corresponding signature in the ”Pre-α phase.” During

this process, the SPDU is transmitted, but the receiver keeps it on hold as verification

cannot yet proceed. According to the analysis performed of the signature process,

no acceleration is required at this stage of the protocol.

Figure 4.3b details the case where SPDUα is transmitted in the ”In-α phase,”

which contains the final partition of the hybrid certificate, BSMα, and its respective

signature. At this point, the receiver can proceed with the verification of the hybrid

certificate as the reconstruction is possible. However, a bottleneck related to the

verification of the post-quantum signature of the hybrid certificate (Cpq
U ) has been

identified, necessitating acceleration in this step, highlighted in the figure with a

red box. Subsequently, the certificate’s ECDSA signature is verified (Cc
U). This

transition solution is compatible with the current protocol, allowing vehicles not

PQC to skip this step and proceed directly to verify Cc
U . Finally, the verification

of all BSMi where i = 1, ..., α is performed. As mentioned above, no acceleration is

necessary to verify Cc
U .

Lastly, Figure 4.3c describes the final case, the ”Post-α phase,” where the five-

message cycle continues after α. Here, the sender signs only the BSMi for i =

α + 1, ..., 5 and generates a hash of the certificate. These elements are attached in

an SPDU that is issued. Once the receiver obtains each SPDUi, it proceeds to verify

the certificate’s hash, followed by verifying the signature, and then processing the

BSM. No acceleration is required in this case.
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(a) Block diagram for the SPDUi where i = 1, ..., α

(b) Block diagram for the SPDUα

Figure 4.3: Block diagram for V2V authentication. The red part corresponds to components subject
to hardware acceleration.
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(c) Block diagram for the SPDUi where i = α+ 1, ..., 5

Figure 4.3: Block diagram for V2V authentication.

4.4 Summary

This chapter focused on Hw/Sw co-design for quantum-resistant message authenti-

cation in V2V Communications. One of the design decisions was the choice of the

most suitable post-quantum algorithm for this domain, with Falcon being the most

convenient option. Compared to the other two standardized schemes, Falcon has the

shortest signatures, approximately eleven times shorter than Sphincs+ and four times

shorter than Dilithium. This aspect is important in the design of the partially hybrid

scheme, as it involves certificate partitioning. Falcon only requires the transmission

of one SPDU for the receiver to acquire the full hybrid certificate, while Dilithium

requires two, and Sphincs+ requires four. Since decisions in this domain must be

made as quickly as possible, certificate transmission must be fast. Also, in terms

of verification performance, Falcon is about 5.00 times faster than Sphincs+ and

1.37 times faster than Dilithium, showing that Falcon has the best performance in

this aspect. However, post-quantum algorithms are more computationally expensive

than classical schemes. Signature verification resulted in the most time consuming

part of the protocol, but also, it is feasible for hardware acceleration.
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According to evaluations, Falcon verification is approximately 25 times slower

than ECDSA, which creates a bottleneck in the verification of hybrid certificates,

reducing the number of vehicles verified. Therefore, it is important to speed up this

part. The rest of the protocol is not critical in terms of performance, so that part

can be implemented in software.
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CHAPTER 5
Implementation and results

This chapter discusses the experimental evaluation of the Hw/Sw co-design detailed

in Chapter 4. It describes the implementation process and the experiments, as well as

the evaluation platform and tools used. The results are discussed, and a comparison

against a pure software solution of the hybrid scheme is presented, highlighting the

acceleration obtained.

5.1 Implementation platform

The prototype of the Hw/Sw co-design detailed in Chapter 4 was developed, vali-

dated, and evaluated in the SoC PYNQ-Z2 [105], which is a TUL manufacturer plat-

form created under the Xilinx University Program for developing embedded systems

compatible with the PYNQ framework [88]. These platforms have the advantages of

reducing costs, latencies, and space. Additionally, they allow for rapid prototyping

and verification, offering flexibility when implementing or modifying algorithms. The

outstanding specifications of PYNQ-Z2 are summarized in Table 5.1.
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Components

/Characteristics

Descriptions

SoC Based on the XC7Z020-1CLG400C SoC core of the Zynq

family.

ARM Cortex-A9 dual-core processor, 650MHz.

Programmable Logic 13,300 logic slices, each with six 6-input LUTs and eight

flip-flops.

630 KB of block RAM.

220 DSP blocks.

On-chip analog-digital converter at 1 MSPS with six

analog inputs.

Allows programming through JTAG, Quad-SPI flash, or

MicroSD card.

Memory and Storage 512MB DDR3 memory with 16-bit word width at

1050Mbps.

16MB Quad-SPI Flash with factory-programmed EUI-

48/64.

A MicroSD type expansion slot.

Alimentation Through USB port or external regulator from 7V to 15V

DC.

Connectivity USB

and Ethernet

Gigabit Ethernet PHY.

Micro USB port for programming via JTAG.

Micro USB port for communication via UART bridge.

USB 2.0 OTG PHY port (supports host mode only).

Table 5.1: PYNQ Z2 Specifications

The PYNQ-Z2 SoC can load a lightweight Linux image via the SD card, which

allows the use of the PYNQ framework, which is a development platform for pro-

gramming embedded systems from Xilinx, specifically the Zynq series SoCs (System

on Chips), enabling access to all the board’s features. Additionally, having an SoC

with Linux for embedded systems offers several significant advantages: wide software
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availability, flexibility and customization according to project needs, easy integration

of new devices and peripherals, and support from the community and companies, en-

suring long-term support.

5.2 Implementation details

Taking advantage of the workflow previously described, the hardware component in

the proposed co-design, consisting of the Falcon’s signature verification, was devel-

oped from a software specification. For that purpose, the implementation provided

in Soni et al. [94] was utilized, which is based on the implementation developed

by Schmid et al. [92]. For proper functioning, all the recursive functionality was

removed, and certain libraries were changed to be compatible with the Vitis HLS

framework.

Thus, the implementation of the hardware verification module (Verify) oper-

ates as follows: the function takes as input a public key, a message, and a digital

signature, which includes both the nonce and the generated signature. Since the

keys and signatures are generally in hexadecimal format, it is necessary to convert

these hexadecimal representations into their binary equivalent, starting the Falcon

signature verification process. First, the public key structure fv is initialized us-

ing falcon vrfy(). The function falcon vrfy set public key() is responsible for

setting the public key for fv. If the public key fails to meet specific criteria—such

as having an insufficient size or containing reserved non-null bits—the verification

process is halted and the signature is rejected. Then, the verification context is

initialized with falcon vrfy start(). The signed message data is added with the

call to falcon vrfy update(). Finally, falcon vrfy verify() verifies the signa-

ture against the injected message and the established public key, just as Falcon’s

verification mandates. Falcon signatures include an explicit nonce element, which

must be provided as a parameter to falcon vrfy start(). If the verification is suc-

cessful, the function returns a flag indicating whether the signature is valid or not.

This procedure is formalized in Algorithm 1.

Along with the V erify module in the SoC, the interconnection communicates
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Algorithm 1 Signature verification

Requiere: Public key (pk hex), message (msg) , and signature (sig hex)
Result: A flag that indicates if the signature is valid or not.
pk ← decode(pk hex) Hexadecimal to binary conversion

(nonce, sig) ← decode(sig hex) Hexadecimal to binary conversion and

division of sig and nonce

Declare fv as falcon vrfy

if !falcon vrfy set public key(fv, pk) then
return “reject”

end if
falcon vrfy start(fv, nonce)
falcon vrfy update(fv,msg)
z ← falcon vrfy verify(fv, sig)
if z ≤ 0 then

return “reject”
else

return “valid”
end if

the hardware module and the main processor in the SoC (Hw/Sw interconnection)

must also be specified using the Vitis HLS tool.

It is necessary to choose the ports correctly so that they are compatible with the

co-design. The available axis ports in Vitis HLS are Simple AXI Lite (s axilite) and

Master AXI (m axi).

1. s axilite: It is a lightweight and simple memory access interface used to access

blocks of memory that do not require full-width data transfers. It is suitable

for applications where simplicity and low resource consumption are more im-

portant than performance efficiency.

2. m axi: It is a more complete and versatile interface that is used to access

blocks of memory that may require full-width data transfers and benefit from

advanced transaction control features.

Two s axilite interfaces were used to interconnect the Verify module: one to con-

trol the module via signals such as start, reset, and done. The other handles the

results produced by the module. Additionally, an m axi interface was utilized to
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Figure 5.1: HLS design flow.

bundle all entries into a single package, including hexpk, the message, and the signa-

ture. This is done to reduce the number of calls to m axi, which could cause a certain

delay. These ports are added through directives, which later allow communication

with the AXI Bus. Tests were carried out using the NIST test vectors [33]. The Vitis

HLS design flow is shown in Figure 5.1.

5.3 Sintetized hardware

Once the IP (Falcon’s signature verification) is created with Vitis HLS, the next step

is to integrate and synthesize the design in Vivado following the design flow in Figure

5.2. The developed system in the Vivado block design of the interaction between the

processor and the FPGA of the SoC is shown in Figure 5.3. This diagram highlights

the Falcon verification IP block, developed from High-Level Synthesis. By following

the Vivado design flow, the necessary files for programming the SoC are obtained.
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Figure 5.2: Vivado design flow.

5.4 Hw/Sw co-design implementation

Once the hardware implementation was done using High-Level Synthesis and the

files necessary for programming the FPGA were generated by Vivado, the next step

was the implementation of the co-design following the PYNQ methodology in Figure

5.4.

Figure 5.4: PYNQ design flow.

A script was created using the PYNQ framework to facilitate the loading of files

intended for FPGA programming, along with a control function Control Falcon for

the operation of the Falcon verification implemented in hardware. This procedure

creates a buffer for the input data (key, signature, and message) accessed from the

IP. When the input data is ready in the buffer, a start signal is asserted to begin

the execution of the Falcon verification algorithm. Subsequently, the main process

enters a waiting loop until the algorithm finishes. At this point, the memory address

assigned to the output is read, and a valid or rejected verification signal is returned.

Thus, the software can communicate with the hardware module for data transfer to
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Figure 5.3: Prototype for quantum-resistant V2V communication using the HLS and Vivado
methodology.
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execute the Falcon verification algorithm. Once obtained, the verification result is

transferred to the main program running in the processor.

5.5 Results

The experiments consist of evaluating the hardware acceleration of Falcon’s verifica-

tion, which involves varying the operating frequency of the module using the Vitis

HLS tool. This approach requires optimizing the hardware to support the desired

frequencies. It is anticipated that increasing the frequency will result in greater

speedup, which will impact the co-design implementation. Additionally, the amount

of resources needed for these configurations are measured, which are expected to

increase as the frequency increases.

Subsequently, the co-design is evaluated using the measured frequencies to deter-

mine the achieved performance gain, specifically in terms of the number of vehicles

that can be verified compared to a software-only implementation.

First, the results of Falcon’s verification for two security levels (512 and 1024) are

presented to observe the benefit obtained in hardware. Figure 5.5 shows the speed-up

obtained in both cases, using Falcon 512 and Falcon 1024 in different configurations.

The clock frequency started at 100 MHz, as it is relatively low and facilitates the ini-

tial evaluation of the design, ensuring a proper balance between processing speed and

resource consumption [101]. The frequency was increased to assess the gain achieved

in terms of performance. The frequencies were 200 MHz, 333 MHz, and 400 MHz.

However, it was observed that at higher frequencies, the design failed to function cor-

rectly and did not pass the tests. This issue arises from the reduced time available for

signals to propagate between registers at higher frequencies, which can lead to tim-

ing violations and result in design failures. For Falcon 512, the minimum gain using

the lowest frequency (100 MHz) is 1.47×, while the maximum gain obtained at the

highest frequency (400 MHz) is 3.40×. For Falcon 1024, the minimum gain is 1.90×,

while the maximum gain obtained is 4.24×. The obtained results show the positive

impact of hardware speed-up on Falcon verification performance. It highlights the

potential of hardware implementation to optimize compute-intensive tasks such as
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Figure 5.5: Accelerating Falcon’s verification in hardware using different clock frequencies. The
timing of the same operation in software is presented just for a reference.

post-quantum signature verification. Taking advantage of these results in V2V com-

munications for message verification allows increasing the number of vehicles verified

using the partially hybrid scheme in order to get closer to the recommended number

of verified vehicles.

Table 5.2 details the resources used to verify the Falcon algorithm in different

configurations, addressing two security levels. Each level is analyzed in terms of its

operating frequency in MHz, the number of clock cycles needed for verification, as

well as the utilization of specific FPGA resources, such as BRAM memory, Digital

Processing Blocks (DSP), Flip-Flops (FF), Lookup Tables (LUT), and LUTRAM. It

can be seen that at a higher frequency, the number of clock cycles increases, as well

as the number of resources, despite the fact that it is the same design. Vitis HLS

aims to achieve a design that operates at the desired frequency, which often results

in higher resource usage and increased latency.

From this point forward, Falcon verification refers to the Falcon 512 security level,

which is the recommended level for these communications, as indicated above.

The following shows the evaluation of the co-design for the authentication proto-

col in V2V communications using a hybrid scheme with the Falcon algorithm. During

this evaluation, the delay caused by data transfer for the IP evaluation performed
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Security
level

Frequency
(MHz)

Clock
cycles

BRAM DSP FF LUT LUTRAM

Falcon
1024

400 646648 14
(10.00%)

27
(12.27%)

60630
(56.98%)

33179
(62.37%)

442
(2.54%)

333 568558 15
(10.71%)

27
(12.27%)

54059
(50.80%)

31929
(60.01%)

379
(2.18%)

200 453894 15
(10.71%)

27
(12.27%)

34690
(32.60%)

29755
(55.93%)

264
(1.52%)

100 360093 15
(10.71%)

27
(12.27%)

20153
(18.94%)

26716
(50.21%)

210
(1.21%)

Falcon
512

400 293271 11
(7.85%)

24
(10.90%)

59386
(55.81%)

32395
(60.89%)

353
(2.03%)

333 269856 13
(9.28%)

24
(10.90%)

53071
(49.87%)

31062
(58.38%)

342
(1.97%)

200 210861 13
(9.28%)

24
(10.90%)

34251
(32.19%)

29343
(55.15%)

244
(1.40%)

100 169570 13
(9.28%)

24
(10.90%)

19970
(18.76%)

26583
(49.96%)

210
(1.21%)

Table 5.2: Resources used for Falcon verification in different configurations.

by Falcon verification was analyzed. This process involves the input of the public

key, message, and signature. A single entry is possible because the message or cer-

tificate has a fixed length, which allows it to be done efficiently, reducing the number

of write calls necessary to activate the IP. To determine whether the signature was

valid or rejected, a single-read call is made. The total delay includes the call to the

write function, the information transfer, and the read function, which was approx-

imately 300µs. It is important to take this value into account when evaluating the

performance of the co-design.

Considering the speed-up obtained with the frequencies of 333 MHz, taking into

account the delay and the two ECDSA verifications, the time to verify the first mes-

sage is 1.30 ms, equivalent to a speed-up of 2.07× capable of verifying approximately

77 vehicles in 100 ms. The frequency of 400 MHz gives a time of 1.23 ms, which

would give a speed-up of 2.19×, capable of verifying 81 vehicles in 100 ms. Although

100 vehicles were not possible, the number was close to this amount compared to a

software implementation. A total of 81 vehicles was reached, which is a cost that

must be considered for post-quantum security in the transition stage. Table 5.3 shows

the time performance in the verification of the SPDU’s signatures according to the
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Design SPDU1 SPDU2,3,4,5 νmax

Pure ECDSA(Sw) 0.20 0.14 500
Partially hybrid Falcon (Sw) 2.70 0.14 37
Partially hybrid Falcon (Hw/Sw) a 1.30 0.14 76
Partially hybrid Falcon (Hw/Sw) b 1.23 0.14 81
a 333 MHz, b 400 MHz

Table 5.3: Comparison of verification performance in a partially hybrid scheme in different config-
urations.

5-message cycle between a pure ECDSA scheme as well as the pure software hybrid

scheme and the Hw/Sw co-design and the maximum number of vehicles (νmax) that

can be verified within a period of 100 ms.

As it can be observed, implementing a partially hybrid scheme purely in soft-

ware is inefficient due to the limited vehicle verification capacity, which prevents

taking advantage of the benefits of VANET communications. In contrast, through

a co-design approach, the running time was accelerated by up to 2.19×, which sig-

nificantly approaches the desired vehicle verification capacity and enhances VANET

communication implementation. This achievement represents a positive advance-

ment specifically derived from the co-design approach.

5.6 Summary

This chapter addressed the implementation and evaluation of the Hw/Sw co-design

proposed in this thesis. An SoC was used to allow communication between the

hardware component implemented in programmable logic and the system processor

that executed the software part in the protocol. In this case, the PYNQ-Z2 was

used, which incorporates an FPGA with an ARM Cortex-A9 processor. Vitis HLS

enables the development of algorithms on high-level hardware using C/C++ code.

For the hardware implementation of the Falcon verification, [94] was taken as a base;

in addition, necessary functions were added for the co-design to work correctly in the

communication protocol, which resulted in a speedup of Falcon verification of up to

3.40×.
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Vivado tool was used to facilitate the integration of the hardware module into

the SoC, ensuring a proper connection between the customized hardware and the

other components of the SoC, such as the CPU. Vivado generated the configuration

files necessary to program the FPGA with the implemented hardware design (Falcon

verification).

Finally, the PYNQ framework was used, which offers a flexible way to validate

and prototype complex embedded systems that combine hardware and software.

Compared to a pure software implementation, co-design was accelerated up to 2.19×,

resulting in an increase in vehicle verification from 37 to 81 vehicles.
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CHAPTER 6
Conclusions

In this section, the contributions of this thesis, the obtained results, and future work

are presented.

6.1 Contributions

Authentication in V2V communications is crucial due to the inherent risks of wireless

transmission, such as denial of service, identity spoofing, and false message trans-

mission, which threaten road safety. This thesis has addressed the limitations of the

current ECDSA-based protocol, which, according to projections, will be vulnerable

to quantum computing by the 2030s. In response to this threat, NIST has initi-

ated the standardization of PQC algorithms, selecting in 2023 three digital signature

algorithms: Crystals Dilithium, Sphincs+, and Falcon, whose security is based on

problems considered intractable even for quantum computers. However, these PQC

algorithms present significant challenges compared to classical algorithms, such as

increased memory usage, high processing costs, and longer execution times, which

is critical for applications like V2V communications which operates under specific

constrains, in terms of time and space. In this context, it is crucial to develop a

solution that is secure against quantum computing and viable during the transition

phase, considering vehicle longevity and coexistence with older technologies.

To address this threat, this work proposed a Hw/Sw co-design for efficient and

resilient authentication in V2V communications within VANETs. The selected post-
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quantum algorithm for this purpose is Falcon, due to its superior software perfor-

mance, small key and signature sizes, and feasibility for hardware implementation.

It was observed that the signature verification operation in this PQC algorithm is

crucial for maintaining vehicle authentication capability in accordance with current

recommendations.

It is important to note that validation was conducted in a controlled environ-

ment, which may limit the generalization of results to other vehicle configurations

and network architectures. Additionally, the hardware implementation was carried

out using FPGA, which may not accurately reflect all real-world Hw deployment en-

vironments. Implementation using HLS also increases resource consumption within

the FPGA.

This work proposes a hybrid solution for the transition to a post-quantum era.

The accelerated implementation of Falcon in hardware, through Hw/Sw co-design

techniques, allows verification of up to 81 vehicles in 100 ms, representing a 2.19× ac-

celeration compared to software implementation. Although this advancement does

not fully cover the recommended number of vehicles, it is applicable in an envi-

ronment with 80% of the suggested vehicle density, providing quantum-resistant

authentication and suitability for the transition phase.

6.2 Future Work

Future work should focus on expanding the validation of the solution in more diverse

and realistic environments. This includes testing in various vehicle configurations

and network architectures to evaluate the generalization of the results obtained in

the controlled environment. Additionally, exploring the implementation of the so-

lution on different hardware platforms, beyond FPGAs, is recommended to ensure

adaptability and effectiveness in a variety of deployment environments. It is also

devised to consider implementing the post-quantum algorithm in a hardware de-

scription language like VHDL or verilog, which could reduce resource usage and offer

greater acceleration.
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