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Thesis submitted as partial requirement for a

MSc degree in Computer Science

at

Instituto Nacional de Astrof́ısica, Óptica y Electrónica
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Abstract

This study addresses the challenge posed by the limited availability of traditional

hand rehabilitation therapy for post-stroke patients. We propose a sustainable and

intensive therapeutic approach through the design, development, and selection of a

general-purpose robotic manipulator, a safe control system, and the application of

innovative robotic therapeutic strategies. Simultaneously, the system allows adap-

tation to hands of any size and shape. The system was evaluated by validating the

safety skills. This validation was performed through multiple experimental tests to

ensure that none of the skills exceeded the safety parameters, thus avoiding damage

directly to the patient and the system during the hand manipulation task. The

goal was to evaluate the system’s ability to perform hand movement rehabilitation

safely. Skills assessed included: limiting range of motion, limiting the safe manipula-

tion area and aligning the virtual environment with the real environment. Aligning

hand orientation and position, using information from the depth camera and the

MediaPipe estimation tool. Limiting physical interaction, detecting the presence of

collisions and the minimum pressure required for fine hand manipulation. Limiting

motion energy, using a control method to obtain smooth and safe motion during fine

hand manipulation. And adding an emergency stop system capable of stopping the

manipulator trajectory at any time.
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Resumen

Este estudio aborda el reto que plantea la limitada disponibilidad de la terapia

tradicional de rehabilitación de la mano para pacientes que han sufrido una apoplej́ıa.

Proponemos un enfoque terapéutico sostenible e intensivo mediante el diseño, el

desarrollo y la selección de un manipulador robótico de uso general, un sistema

de control seguro y la aplicación de estrategias terapéuticas robóticas innovadoras.

Simultáneamente, el sistema permite la adaptación a manos de cualquier tamaño y

forma. El sistema se evaluó validando las aptitudes de seguridad. Esta validación

se realizó a través de múltiples pruebas experimentales para garantizar que ninguna

de las habilidades superaba los parámetros de seguridad, evitando aśı daños directos

al paciente y al sistema durante la tarea de manipulación de la mano. El objetivo

era evaluar la capacidad del sistema para realizar la rehabilitación del movimiento

de la mano de forma segura. Las habilidades evaluadas incluyeron: limitar el rango

de movimiento, limitar el área de manipulación segura y alinear el entorno virtual

con el entorno real. Alineación de la orientación y posición de la mano, utilizando

información de la cámara de profundidad y la herramienta de estimación MediaPipe.

Limitación de la interacción f́ısica, detectando la presencia de colisiones y la presión

mı́nima necesaria para la manipulación fina de la mano. Limitación de la enerǵıa

de movimiento, utilizando un método de control para obtener un movimiento suave

y seguro durante la manipulación fina de la mano. Y añadiendo un sistema de

parada de emergencia capaz de detener la trayectoria del manipulador en cualquier

momento.
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Chapter 1

Introduction

A cerebrovascular accident, commonly known as a stroke, ranks as the third lead-

ing cause of death globally and the primary cause of disability among older adults

(Thayabaranathan et al., 2022). These incidents occur suddenly, either as ischemic

or hemorrhagic episodes, directly affecting blood circulation in brain tissues and

leading to partial destruction. The damage impacts the cerebral cortex, including

the sensorimotor areas of the brain. Consequently, traditional rehabilitation systems

have played a significant role in closely monitoring and addressing such cases.

Robotic rehabilitation systems have emerged as pivotal tools in recovering and

enhancing motor skills for patients with neurological or muscular impairments. They

complement traditional rehabilitation methods, proving valuable aids in the rehabil-

itation process (Bertani et al., 2017). Recent technological advancements in robotics

have expanded possibilities for improving the quality of life, particularly in rehabilita-

tion. The increasing prominence of industrial collaborative robotic systems designed

for specific tasks demanding precision marks a technological milestone. These robots

have robust safety features to ensure their safe operation in spaces shared with hu-

man operators. This technological convergence has enabled rehabilitation robotic

systems to leverage the interaction protocols developed for collaborative systems,

thereby expanding their capabilities and applications in rehabilitation.
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1.1 Motivation

The increasing number of stroke patients each year has underscored the limitations

of traditional rehabilitation therapies. The shortage of specialized rehabilitation

therapists has resulted in an overwhelming workload within rehabilitation centres,

making it challenging to provide optimal and personalized care to all patients in

need. This situation highlights the urgent need to seek innovative solutions that can

effectively address the growing challenge of delivering high-quality rehabilitation

therapies to an expanding number of stroke patients. Traditional rehabilitation

therapy involves a personal interaction between the therapeutic specialist and the

patient as shown in the figure 1.1. In this context, robotic rehabilitation systems

emerge as a promising tool to complement and improve the effectiveness of traditional

therapies, offering a viable alternative to meet the growing demand for rehabilitation

services by implementing robotic manipulators that mimic traditional rehabilitation

therapies.

Figure 1.1: Performance of traditional hand rehabilitation therapy by a therapeutic spe-
cialist. Image taken from https://www.exceltherapy.com/2023/06/05/5-facts-about-hand-
therapy/.

1.2 Justification

Humans rely on our knowledge and immediate response to stimuli to perform specific

tasks. This ability is crucial for rehabilitation specialists manipulating patients’

2
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limbs using their hands and mechanical devices. The primary aim is to improve

joint movement and reactivate motor function in areas affected by stroke.

Technological advancements in robotics have led to the development of systems

capable of matching or surpassing human dexterity in performing specific tasks.

For example, in the automotive industry, robots are used to assemble vehicles, in

medicine, surgical robots assist in high-risk operations. These technological advances

can be leveraged to develop robotic systems based on traditional rehabilitation ther-

apies.

Robotic systems aim to replicate rehabilitation tasks and goals automatically

without human intervention. They can enhance the effectiveness of traditional ther-

apies by providing additional improvement without requiring constant therapist su-

pervision.

1.3 Objectives

1.3.1 General objective

To design and develop a system capable of performing early rehabilitation of the

hand, implemented with robotic manipulators considering safety and control aspects

for fine manipulation.

1.3.2 Specific objectives

• To estimate and detect hand poses accurately within the system.

• To integrate a validation protocol to ensure the safety of the system.

• To plan the trajectory for fine control of robotic manipulators.

• To conduct tests on 3D-printed models equipped with sensors to validate the

system’s safety.
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1.4 Methodology

The methodology developed is listed below:

• To explore the use of image processing tools for accurate hand pose estimation,

aiming to implement algorithms for hand joint detection, tracking, and motion

analysis.

• To implement precise trajectory planning in general-purpose manipulators,

aiming for fine control of the hand to simulate the rehabilitation movement

developed by rehabilitation specialists.

• To delve into the development of a safety protocol based on Bessler et al.

(2021) and acquire safety skills that ensure a secure rehabilitation system for

both the patient and the system environment.

• To develop an experimental scenario enabling the evaluation and validation of

safety skills applied to a robotic manipulator.

• Experimentally evaluate and analyze each of the safety skills developed for fine

manipulation of the hand individually.

• Identify security issues by experimentally validating the proposed protocol.

Each validated skill is integrated with others in a secure and feedback-enhanced

system

1.5 Contributions

The principal contributions of this thesis are:

• Based on the study of skills and safety aspects in robotic rehabilitation systems

Bessler et al. (2021), this research introduces a novel security protocol for
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enabling safe hand manipulation explicitly designed for rehabilitation robotics

applications. The proposed protocol represents an effort to ensure the integrity

of the patient.

• We introduce a methodology based on computer vision, hand pose estimation

algorithms, and deep learning-based estimation tools to estimate the manipu-

lator’s pose and ensure specific manipulation within the expected area of the

hand. We aim to prevent alignment errors between the manipulator and the

patient’s desired hand pose.

1.6 Thesis structure

The rest of the thesis is structured as follows. Chapter 2 describes the theoretical

concepts necessary to implement a hand rehabilitation system using general purpose

manipulators. Chapter 3 consists of a review of the state of the art, mentioning the

main related works in the area of rehabilitation with robotic systems. Chapter 4 de-

scribes the methodology followed for this work. Chapter 5 presents the experiments

performed during this research and the results of the proposed protocol. Finally,

Chapter 6 presents the conclusions and experimental analysis, together with future

work in the rehabilitation area.
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Chapter 2

Theoretical Framework

This chapter provides general information about the concepts necessary for the de-

velopment of this research. These concepts describe the robotic manipulator, the

depth camera, the robotic operational system in charge of controlling the differ-

ent devices and modules implemented, and the libraries and tools necessary for the

development of this thesis.

2.1 General purpose manipulators

The development of manipulators in robotics has been a significant milestone in

the field, enabling precise and controlled manipulation of objects in various applica-

tions. One of the pioneering figures in this domain was Raymond Goertz, who, in the

mid-20th century, designed and patented master-slave manipulators with advanced

features like force feedback technology and teleoperation capabilities (Gasparetto &

Scalera, 2019). These manipulators, such as the CRL Model 8, marked a crucial

advancement in robotic technology, emphasizing the importance of haptic senses

and bilateral coupling for delicate object manipulation. Furthermore, the industrial

robotics landscape saw significant evolution with the introduction of the Unimate in

1961, the first industrial robot developed by George Devol and Joseph Engelberger

(Moran, 2007). This hydraulic manipulator arm revolutionized manufacturing pro-
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cesses, particularly in the automotive industry, by automating tasks like metalwork-

ing and welding with high precision and efficiency. The Unimate’s success paved the

way for the widespread adoption of industrial robots, showcasing the potential of

robotic manipulators in enhancing productivity and safety in industrial settings. It

is a fact that the technology used in the development of robotic manipulators has

increased the number of applications that can be given to these tools, allowing to

expand the field of research and the areas where this type of robotic systems can

be used, where the common goal is to develop manipulators capable of performing

more tasks that are complex for us humans.

2.1.1 Kinova Jaco

The Kinova Jaco manipulator is a cutting-edge robotic arm renowned for its ad-

vanced capabilities in various applications. Developed by Kinova Robotics, the Jaco

manipulator stands out for its versatility and precision, making it a valuable tool

in research and industry. The design of the Kinova Jaco has 6 degrees of freedom

and two or 3-fingered end effectors, which enable complex and delicate manipu-

lation tasks. Figure 2.1 shows a representation of the six degrees of freedom of

the Jaco arm. Furthermore, the research underscores the Kinova Jaco’s integration

with control systems like PID for enhanced motion control and trajectory planning,

showcasing its efficiency and adaptability in diverse environments.
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Figure 2.1: Kinova Jaco’s degrees of freedom: one degree of freedom for each manipula-
tor joint, where each has its own coordinate axis. Image taken from Zohour et al. (2021).

2.2 Kinect Azure

Developed by Microsoft, the Kinect Azure sensor (figure 2.2) is equipped with

cutting-edge depth-sensing technology, enabling precise and detailed depth percep-

tion in real-time scenarios. Scientific articles (Han et al., 2024; Tölgyessy, Dekan,

Chovanec, & Hubinskỳ, 2021) highlight the Kinect Azure’s ability to accurately

capture high-resolution depth images (figure 2.3), making it a valuable tool for 3D

mapping, object recognition, and navigation tasks in robotics. Moreover, the inte-

gration of Kinect Azure with the Robot Operating System (ROS) has opened up

new possibilities for robotic applications. Research emphasizes the seamless compat-

ibility of Kinect Azure with ROS, enabling efficient data processing, sensor fusion,

and integration with robotic platforms for enhanced perception and decision-making

capabilities.
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Figure 2.2: Representative diagram of the Kinect Azure developed by Microsoft. Image
taken from https://learn.microsoft.com/es-es/azure/kinect-dk/coordinate-systems

Figure 2.3: Depth image capture by the Kinect Azure. Image taken from
https://learn.microsoft.com/es-es/azure/kinect-dk/depth-camera

2.3 Software Framework

The main framework of this work is based on ROS to develop the appropriate com-

munication between the Kinect, the Jaco manipulator and the software tools or

libraries needed to develop the thesis project.

2.3.1 ROS

The Robot Operating System (ROS) (Quigley et al., 2009) is a versatile framework

designed to assist developers in creating robotic applications. It offers many fea-

tures, including hardware abstraction, device drivers, libraries, visualization tools,

message-passing capabilities, package management, graphical interfaces, and com-

pilers. ROS is organized into packages containing a collection of nodes and other

files that serve specific purposes. Nodes, which are executable files, communicate

with each other using ROS client libraries. They can publish or subscribe to top-

ics, allowing for the simultaneous execution of various processes. ROS is licensed

under an open-source BSD license, fostering a vibrant community that continuously
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contributes open-source modules for others to utilize. For the general purpose of

this research it was developed in the Ubuntu 20.04 LTS environment with the ROS

Noetic version.

2.3.2 RViz

RViz (ROS Visualization) is a powerful 3D visualization tool widely used in robotics

for visualizing sensor data, robot models, and various algorithms in a simulated

environment. Developed as part of the Robot Operating System (ROS), RViz pro-

vides a user-friendly interface for displaying and interacting with complex robotic

systems. This versatile tool allows users to visualize robot configurations, sensor

data, and navigation paths in real time, aiding in developing, testing, and debug-

ging robotic applications. RViz offers a range of features such as interactive markers,

point clouds, and robot models, enabling users to visualize and analyze data from

sensors like LiDAR, cameras, and depth sensors. Its integration with ROS facilitates

seamless communication with robotic components, making it an essential tool for

robot designers, researchers, and developers.

2.3.3 OpenCV

OpenCV (Open Source Computer Vision Library) is a widely-used open-source com-

puter vision and machine learning software library that has become a fundamental

tool in image and video processing. Developed in C++ with bindings for Python,

Java, and other languages, OpenCV provides a comprehensive set of algorithms

and functions for a wide range of computer vision applications. One of the critical

strengths of OpenCV is its ability to process images and videos in real time, mak-

ing it highly suitable for applications that require fast and efficient image analysis.

The library offers many features, including image and video I/O, image processing,

feature detection, object recognition, and machine learning algorithms (Bradski &

Kaehler, 2015).
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2.3.4 Mediapipe

MediaPipe is a versatile framework developed by Google (Lugaresi et al., 2019) that

offers a wide range of solutions for multimedia processing tasks, particularly in the

realm of computer vision and machine learning. This open-source framework pro-

vides developers with tools to build applications that analyze and process media data

efficiently. MediaPipe Hands is a remarkable solution that facilitates hand detection,

figure 2.4 shows the 21 3D reference points providing for each hand, including finger

positions and palm location. These solutions leverage machine learning models to

deliver precise and efficient results for hand tracking and gesture recognition tasks.

Figure 2.4: The hand landmarker model bundle contains a palm detec-
tion model and a hand landmarks detection model. Image taken from
https://developers.google.com/mediapipe/solutions/vision/hand landmarker.

2.3.5 PCL

Point Cloud Library (PCL) is a robust open-source framework for 2D/3D image and

point cloud processing in robotics, computer vision, and augmented reality (Rusu &

Cousins, 2011). Developed in C++ with bindings for Python, PCL offers a compre-

hensive set of algorithms and tools for processing, filtering, segmentation, registra-

tion, and visualization of point cloud data. This powerful library enables researchers,

developers, and enthusiasts to efficiently work with point cloud data, making it a

valuable resource for various applications. PCL’s extensive feature set includes al-

gorithms for point cloud registration, surface reconstruction, feature extraction, and

object recognition, allowing users to perform complex operations on point cloud data

efficiently. The library also integrates with other popular libraries and frameworks,
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such as OpenCV and ROS, enhancing its capabilities and interoperability in various

projects.

2.3.6 MoveIt

MoveIt was developed as an open-source project to create a comprehensive platform

for robotic manipulation, grounded in the Robot Operating System (ROS) (Grushko

et al., 2020). The primary aim of MoveIt is to provide a versatile and robust suite

of tools designed to facilitate various aspects of robotic manipulation, including mo-

tion planning, manipulation, kinematics, control, collision detection, and navigation

(figure 2.5). As a platform, MoveIt integrates advanced algorithms and techniques

to enable efficient and precise motion planning, allowing robots to navigate complex

environments and perform intricate tasks with a high degree of autonomy. The mo-

tion planning capabilities of MoveIt include collision detection, path optimization,

and real-time adjustments, ensuring that the robot can operate safely and effectively

in dynamic settings. Moreover, MoveIt supports a wide range of robotic hardware,

making it adaptable to different types of robots and applications. The kinematics

tools within MoveIt provide solutions for both forward and inverse kinematics, en-

abling precise control over the robot’s movements and ensuring that the end-effector

can reach desired positions accurately. Control and navigation are also critical com-

ponents of MoveIt. The platform offers interfaces for integrating various control

strategies, from simple position control to more complex impedance and force con-

trol. Additionally, navigation tools allow robots to move through their environment,

avoiding obstacles and reaching target locations efficiently. Overall, MoveIt stands

out as a powerful and flexible platform for robotic manipulation, widely adopted in

academic research and industrial applications. Its open-source nature encourages

continuous development and collaboration, driving advancements in robotics and

expanding the possibilities for automated systems.
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2.3.7 Grasp Pose Detection

The GPD repository on GitHub (https://github.com/atenpas/gpd) is a tool for de-

tecting 6-DOF (6 degrees of freedom) grasp poses in 3D point clouds. It is designed to

work with a 2-finger robot hand, such as a parallel jaw gripper. The main strengths

of GPD are: It can work with novel objects without requiring CAD models for detec-

tion. It can operate in dense clutter environments. It outputs 6-DOF grasp poses,

enabling more than just top-down grasps. The GPD process involves two main steps:

1) Sampling a large number of grasp candidates, and 2) Classifying these candidates

as viable grasps or not. The repository provides detailed instructions on require-

ments, installation, generating grasps for point cloud files, parameters, views, input

channels for neural networks, CNN (Convolutional Neural Network) frameworks,

network training, and more.

In this section, we found the different tools that will be used for the system’s

design, testing, and experimental validation. Each tool will be used together to

obtain control and interaction between the manipulator, the hand point cloud, and

the estimation of the hand’s orientation and position.

2.4 Rehabilitation treatments

The therapist’s task is to find the optimal procedure to treat the affected limb

and this depends directly on the motor control that the patient has over the extra

limb and the degree of complexity that the injury may present. The choice of this

procedure is crucial to ensure the effectiveness of the treatment (Proietti, Crocher,

Roby-Brami, & Jarrasse, 2016). Robotic therapy, thanks to its ability to perform

repetitive and precise movements, has enabled the development of the 3 main types

of rehabilitation: passive, active and bilateral.
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2.4.1 Passive Therapy

Passive therapy requires no effort on the part of the patient and is generally used in

the early stages after a stroke, especially when the affected limb is unresponsive. This

therapy is usually prescribed to hemiplegic patients with paralysis on one side of the

body. It consists of repeatedly moving the affected limb following a specific trajectory

during the session, usually performed by a limited-range motion rehabilitation robot.

The trajectory of the movement is carefully planned to avoid any harm to the patient

or misalignment of the joints.

This treatment focuses on stretching and contracting the affected upper ex-

tremity and is also used to assess its range of motion. In the treatment, exoskeleton

robots perform repetitive movements according to the range of motion. A clinical

study on passive therapy involving three subjects showed that a 40-minute training

session effectively reduced spasms and stiffness of the affected limbs (Ren, Kang,

Park, Wu, & Zhang, 2012).

2.4.2 Active Therapy

This type of treatment is prescribed to patients who can move the affected limb to

some extent, albeit with limitations. Active therapy refers to the ability to move the

affected limb, although not efficiently. It can be classified into active-assistive ther-

apy and active-resistive therapy. Active-assistive therapy involves the application of

an external force by a therapist or robot to help the patient perform the assigned

task and improve the range of motion. On the other hand, active-resistive therapy

involves the application of an opposing force on the affected limbs provided by a ther-

apist or robot. Studies show that patients’ performance gradually improves when

the opposing force is gradually increased, determined by an algorithm according to

the patient’s ability (Fasoli et al., 2004).
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2.4.3 Bilateral Therapy

Bilateral therapy is based on the reflex principle during rehabilitation. In this ther-

apy, the affected limb mimics the movement of the functional limb, giving the user

full control over the affected limb. Devices such as the Mirror Image Movement En-

abler (MIME) and other exoskeletons use this therapy model (Sheng, Zhang, Meng,

Deng, & Xie, 2016).

2.4.4 Common motions in upper limbs

Regardless of the type of rehabilitation that can be applied, there are basic locomo-

tion movements, both for the shoulder and wrist, which must be developed properly

to help the patient improve these ranges of motion, can be seen in figure 2.6, the

different types of basic movements for upper extremities.

Figure 2.6: Schematic diagram of a) shoulder flexion-extension, abduction-adduction, and
internal-external rotation, b) elbow flexion-extension, c) forearm supination-pronation, d)
wrist flexion-extension and ulnar-radial deviation. Image taken from Narayan et al. (2021)

In this section we were able to learn about the different types of rehabilitation

used for the recovery of mobility of the affected limbs, although there are differences

between the degree of rehabilitation required depending on factors such as the limb,

the degree of voluntary mobility of the patient, among others, these types of reha-

bilitation have the same purpose of promoting the recovery of voluntary mobility
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and improve the quality of life of people affected by an accident or disease that has

significantly impaired the movement of the limb or limbs in question.

2.5 Summary

This chapter has provided the theoretical framework for understanding the proposed

research and has offered a solid argumentation for the feasibility of the work. The

hardware components used are described, as the main software tools for hand pose

detection, estimation, processing, and analysis, and the libraries used to develop this

thesis. The differences between traditional rehabilitation methods are recognized,

taking into account that there are mainly 3 types: active, passive, and bilateral,

and it is primarily expected that this project will focus on the passive type of re-

habilitation, to evaluate an early stage of hand rehabilitation in patients with low

mobility.
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Figure 2.5: High-level system architecture for the primary node provided by MoveIt called
move group. This node serves as an integrator: pulling all the individual components
together to provide a set of ROS actions and services for users to use. Image taken from
https://moveit.ros.org/documentation/concepts/.
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Chapter 3

Related Work

This chapter provides general information on related work on hand pose estimation,

a brief introduction to collaborative robots, and the different robotic rehabilitation

systems currently under investigation, including advances in protocols and safety

systems within these novel rehabilitation systems using robotic elements.

3.1 Hand pose estimation

The estimation of hand pose is a crucial area of research in computer vision and

human-machine interaction, often examined within the broader scope of related

work. Over the years, researchers have explored various techniques and approaches

to tackle the complex challenge of accurately determining the pose of the hand in

different contexts. These efforts have yielded significant advancements, contributing

to a rich landscape of methodologies and algorithms. Within this realm of related

work, numerous methodologies have been developed to address the diverse needs of

applications related to hand pose estimation.

One of the key references in hand pose estimation is the survey paper by Chen

et al. (2020). This work thoroughly reviews the different techniques used for hand

pose estimation, including wearable sensor-based and computer-vision-based meth-

ods. The survey discusses the evolution of hand pose recognition and sign language
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recognition, highlighting the advancements enabled by depth-capturing devices and

cost-effective computational systems.

Some references delve into specific methodologies for hand pose estimation, such

as Esquivel-Alvarado (2018), which uses multiple cues for hand tracking and model

refinement based on hand topology to estimate the hand pose (figure 3.1). The

approach recognizes that the joints in the human hand are not independent but

have a hierarchical structure and topological relationships. The method involves a

training process that learns to predict the 3D positions of the hand joints, taking

into account the topological constraints and relationships between the joints.

Figure 3.1: Comparison of distances in joints a) Euclidean distance between joints b)
Geodesic distance. Image taken from Esquivel-Alvarado (2018)

The key innovation of this work is the explicit modelling of the topological

relationships between hand joints, which is leveraged to improve the accuracy and

efficiency of 3D hand pose estimation compared to approaches that treat the hand

joints as independent entities. This hierarchical and anatomically-informed approach

is intended to make the pose estimation more robust and reliable.

As explained in Baek et al. (2019) incorporates a CNN-based framework for

reconstructing hand poses and shapes in a 3D model, using individual RGB images

as input. The dense hand poses estimation (DHPE) network they propose is decom-

posed into the 2D evidence estimator, the 3D mesh estimator, and the projector. An

example of the 2D evidence estimator is presented in Figure 3.2 where the texture
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extracted from the camera viewpoint is generated through the segmented 2D mask.

This paper discusses the challenges posed by the loss of information, in addition to

using only RGB images as input information to reconstruct the hand pose.

Figure 3.2: A 2D evidence estimation example. (a) input image x, (b) ground-truth 2D
segmentation mask m of x, (c) 2D skeletal position heat map of the finger tip of middle
finger overlaid on x, and (d) masked image x ⊙ m. Image taken from Baek et al. (2019)

It also highlights the experimental results of applying the proposed approach to

sequences with articulation and occlusion, demonstrating the method’s effectiveness

in estimating hand poses from RGB video data.

3.2 Collaborative Robots

Collaborative robots, or cobots, are designed to work alongside humans, enabling

direct physical interaction. These robots have safety features that allow them to

operate near humans without physical barriers. The primary focus of cobots is

to ensure the safety of human-robot interaction by minimizing risks associated with

collisions, unwanted contacts, and human manipulation. Safety standards are crucial

in protecting personnel working with cobots, ensuring minimal interference with

operational efficiency. Cobots are characterized by their light structure, compact

design, and slower movements compared to traditional robots, enhancing safety in

shared workspaces. Integrating sensors like cameras, force-torque, and tactile sensors

enables cobots to swiftly detect and respond to potential hazards, making interaction

with humans intuitive and safe.
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Figure 3.3: Standards hierarchy. Image taken from Kóczi and Sárosi (2022)

Safety issues in cobots are addressed through rigorous risk assessments and

adherence to safety standards. The International Organization for Standardiza-

tion (ISO) has developed technical specifications like ISO/TS 15066 (Specific safety

standard: Type C, according to Figure 3.3) to guide the safe collaboration between

humans and robots. These standards emphasize that contact between cobots and

humans should not result in pain or injury, highlighting the importance of main-

taining a safe working environment. The goal is to enhance safety while promoting

efficiency and ease of use in collaborative robot applications.

3.3 Robotic rehabilitation systems

Robotic rehabilitation systems are advanced devices designed to aid in diagnosing

and treating health conditions affecting the musculoskeletal and nervous systems.

These systems play a crucial role in helping individuals regain lost functions by

activating dormant nerve cells. By utilizing cutting-edge technology, robotic re-

habilitation systems reduce disorders, improve functions, and rehabilitate various

neurological and orthopaedic diseases. These systems provide intensive and compre-

hensive neurorehabilitation, positively impacting the reorganization of the nervous

system and assisting patients in regaining functionality at the highest possible level.

Robotic rehabilitation involves using adjustable and programmable robots tailored

to each patient’s specific needs. These systems incorporate reinforced orthoses with

computer-controlled motors to support joint movement, virtual environments for
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visual feedback, and body weight support systems for balance training. Robotic

rehabilitation can be initiated at any stage of a disease, but starting treatment early

has been shown to enhance recovery rates, increase independence in daily activities,

and reduce post-disease dysfunction. Implementing new graphical interfaces, ecolog-

ical scenarios, and cognitively demanding tasks in robotic therapy engages patients

actively, maintaining their motivation and desire to participate in the treatment

process.

3.3.1 Exoskeletons

Exoskeletons are wearable robotic devices designed to assist and augment human

physical capabilities. They are instrumental in rehabilitation applications, where

they can help individuals regain lost functions and improve their quality of life.

Exoskeletons can be categorized into two main types: upper-limb exoskeletons and

lower-limb exoskeletons. Upper-limb exoskeletons, like the one used in Xie et al.

(2021), are designed to support and assist the arm, hand, and shoulder movements.

They are crucial in rehabilitation, as they can help patients recover from neurolog-

ical or orthopaedic conditions that impair their ability to perform everyday tasks

involving the upper extremities. These exoskeletons are often integrated with ad-

vanced control systems, sensors, and actuators to provide personalized assistance

and promote active participation from the user.

The HAHRR (Hybrid Arm-Hand Rehabilitation Robot) integrates a cable-

driven module for assisting arm motion and a hand exoskeleton for assisting hand

motion, represented in Figure 3.4. Using an exoskeleton for the hand is crucial,

as, without hand motion, people cannot perform critical daily activities like eating,

drinking, writing, or typing. Similarly, people can only lift or manipulate objects

they grasp with arm motion.

Previous attempts have been made to integrate exoskeleton systems for the

shoulder, elbow and hand wrist to assist in reach-and-grasp tasks. However, these
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Figure 3.4: Image of a subject using HAHRR. Image taken from Xie et al. (2021)

approaches relied on predefined trajectories and semi-automatic control, needing

more continuous voluntary user participation. In contrast, the HAHRR in this study

allows for continuous voluntary participation by using an EMG-based admittance

control framework, which continuously perceives the user’s motion intention from

EMG signals and translates it into control commands for the robot.

Another approach considering the total upper limb impairment control is pro-

posed in Perry et al. (2007), in which the mechanical and anthropomorphic joint

configurations necessary for the exoskeleton to achieve full functionality are iden-

tified. This approach involves modelling the human arm and its joints, including

the shoulder, elbow, forearm, and wrist, to accurately replicate the movements and

rotations required for daily activities. The exoskeleton presented in Figure 3.5 is de-

signed to mimic these movements, ensuring that it can effectively assist individuals

in performing tasks that involve the upper limb. The methodology used in this study

involves designing a powered upper-limb exoskeleton that accurately replicates the

movements and rotations of the human arm. The exoskeleton comprises seven single-

axis revolute joints, each designed to mimic the specific movements and rotations of

the corresponding human joints. The joints are classified into three configurations:

90-degree, 180-degree, and axial.

The exoskeleton’s mechanical design involves the use of cable routing and pulleys

to achieve the desired range of motion, and the study aims to place the singularity

in an unreachable or near-unreachable location to ensure that the exoskeleton can

achieve the desired range of motion without compromising its functionality.
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Figure 3.5: The exoskeleton is composed by three joint configurations: 90-degrees joints,
180-degrees joints and axial joints. Together, the joints produce an exoskeleton structure
that achieves full G-H, elbow, and wrist functionality. Image taken from Perry et al. (2007)

3.3.2 End-effector

End-effector robotic rehabilitation systems are advanced devices used in physical

therapy to assist individuals in regaining motor functions after injuries or neurolog-

ical conditions. These systems focus on the end-effector, the part of the robot that

interacts directly with the patient, allowing for precise and controlled movements

during therapy sessions. Unlike exoskeleton-based systems that the patient wears,

end-effector systems are designed to interact with the patient’s limb through a spe-

cialized interface, such as a handle or attachment point. This approach allows the

system to precisely control the motion and forces applied to the patient’s limb with-

out needing a complete exoskeleton structure. The key advantages of end-effector

rehabilitation systems include:

• Targeted therapy: These systems can be tailored to target specific joints or

muscle groups by focusing on the end-effector, enabling more focused and

practical rehabilitation exercises.

• Adaptability: The end-effector can be designed to accommodate different pa-

tient sizes and limb configurations, making this kind of system more versatile

and accessible to a broader range of patients.

24



• Safety: Without a complete exoskeleton structure, end-effector systems can be

designed with more straightforward and intuitive safety mechanisms, reducing

the risk of injury during therapy sessions.

• Cost-effectiveness: Compared to complete exoskeleton systems, end-effector re-

habilitation devices can be more cost-effective to develop and maintain, making

them more accessible to healthcare providers.

The end-effector Mirror Image Movement Enabler (MIME) presented in Lum et

al. (2006) is a robotic device for upper-limb neurorehabilitation in subacute stroke

subjects (Figure 3.6). The study aimed to assess the benefits of the MIME device

in improving motor function and reducing motor impairment in patients who had

suffered a stroke. The trial involved a randomized controlled design, where patients

were randomly assigned to either a robot-assisted treatment group or a conventional

therapy group. The study results showed that the robot-assisted treatment group,

which included both unilateral and bilateral training modes, significantly improved

motor function and reduced motor impairment compared to the conventional therapy

group.

Figure 3.6: Subjects performing (left) unilateral and (right) bilateral movements with Mir-
ror Image Movement Enabler system. Image taken from Lum et al. (2006)

The study also found that the bilateral training mode, which involved mirroring

movements of the unaffected arm to assist the affected arm, was particularly effective

in improving motor function. The study’s findings support the use of MIME robotic
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devices in the rehabilitation of stroke patients, particularly in the subacute phase,

and highlight the potential benefits of incorporating bilateral training modes into

rehabilitation protocols.

3.4 Safety in robotic rehabilitation systems

Rehabilitation robots are unique collaborative robots that work in close physical

interaction with patients and therapists. This introduces distinct safety challenges

compared to industrial collaborative robots. The safety of patients and clinicians

is paramount when using these rehabilitation devices, as any malfunction or unex-

pected behavior could result in serious injury. To address these safety concerns, the

concept of “safety skills” has been proposed as a framework in Bessler et al. (2021)

for assessing and validating the safety of rehabilitation robots. Safety skills are ab-

stract representations of the robot’s ability to mitigate specific hazards and risks

associated with physical human-robot interaction. These include skills such as lim-

iting interaction forces and pressures, limiting interaction energy, maintaining safe

interaction distances, and detecting and reacting to unexpected human behavior.

By validating these critical safety skills through structured testing protocols, reha-

bilitation robot developers can help ensure their systems’ mechanical safety, even

without comprehensive safety standards and regulations for this specialized domain.

This is crucial, as rehabilitation robots work directly with vulnerable patient pop-

ulations, so comprehensive safety assessment is essential for their safe deployment

and widespread clinical adoption. The safety skills approach provides a flexible and

adaptable framework, as the same core skills can be implemented differently de-

pending on the specific application requirements. This allows the framework to be

applied across various rehabilitation robot technologies as the field evolves. Overall,

the safety skills concept represents an essential step towards a comprehensive safety

assessment of rehabilitation robots, a vital aspect of their development and clinical

use.
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3.5 Summary

Robotic rehabilitation systems have been developed based on the techniques used

for collaborative robots, which is the basis of vital importance in determining an

effective safety environment and maintaining the integrity of the patient and the

environment without injury. In general, robotic rehabilitation systems are catego-

rized into two types: 1) Exoskeletons and 2) End-effector. Although each has its

advantages and disadvantages, in both proposed models, simplicity safety skills are

developed from the construction of the robotic system itself, such as the use of me-

chanical blockers for the joints in the case of exoskeletons to the use of external

sensors, such as biological measurement systems, such as EEG or ECG, to retrieve

feedback from the patient and accurately estimate the interaction of the patient with

the rehabilitation system. Based on this overview of the different proposed systems,

we seek to implement a safety protocol that allows the development of rehabilita-

tion systems in conjunction with general-purpose manipulators to cover the early

hand rehabilitation task, being an innovative idea that will allow the use of reha-

bilitation systems that can ensure a safe environment before clinical trials, without

compromising the integrity of the patient or the rehabilitation environment.
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Chapter 4

Proposed hand rehabilitation system

In this chapter, we describe the methodology to obtain a safe robotic manipulation

system capable of performing rehabilitation exercises on a hand, the hand pose esti-

mation method, the validation protocol and the safety skills proposed for the project,

and the experimental model to perform the validation of the proposed protocol. Fig-

ure 4.1, depicts the method to operate and control the robotic rehabilitation system.

This project is divided into five control modules, for which three important phases

are encompassed: 1) Hand pose recognition, represented by the feedback control

block, 2) Validation protocol, represented by the adaptive control system block, this

phase represents the whole safety system from experimentation to evaluation, and

finally, 3) Experimental validation model, represented by the remaining 3 blocks in

conjunction with the previous two blocks, together forming the human-robot inter-

action system capable of developing a safe therapy for hand rehabilitation.
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Figure 4.1: Operation diagram of the robotic system for hand rehabilitation, consisting
of the robotic manipulator that interacts directly with the patient and through constant
monitoring of the manipulator signals and patient feedback, sends the information to the
adaptive control system based on safety skills, responsible for limiting, controlling and
adjusting the parameters of the robotic manipulator to perform the safe manipulation.

4.1 Hand Pose Recognition

As a fundamental component for the development of this project, real-time hand

pose estimation is crucial. The tool for achieving this estimation is MediaPipe, as

discussed in Chapter 2. MediaPipe enables the detection of the hand’s silhouette

and, through a machine learning model, it can recognize and segment the hand into

21 relevant articulation points, as illustrated in Figure 2.4. Given the capabilities of

the hand pose estimation tool, color and depth images obtained directly from the

Azure Kinect (as shown in Figure 4.2) are used to segment the 21 joints in both

images. Subsequently, the joints relevant for the particular rehabilitation scenario

are selected, and the position information of each joint is extracted referred to the

image from which it is obtained. This, combined with the point cloud data from

the depth image, allows for an accurate estimate of the position and depth of the

rehabilitation target. This approach ensures precise monitoring and assessment of

hand movements, which is essential for effective rehabilitation. The integration of

color and depth data enhances the accuracy of joint position estimation, providing

a comprehensive solution for real-time hand pose tracking in rehabilitation applica-

tions.
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Figure 4.2: Color image (left) and depth image (right), after MediaPipe processing to
segment the 21 relevant hand joints.

4.2 Kinova Arm Planning and Control

As previously mentioned, MoveIt includes a control node (move group) to develop

the primary tasks of joint movement for a robotic manipulator. This node is divided

into four parts, as shown in Figure 4.3. It contains a user interface to access the

main control and manipulation functions in various ways, such as C++ program-

ming, Python, or other interfaces. It can even be used as a high-level control inter-

face, utilizing GUI tools like plugins within Rviz. The move group node functions

similarly to any ROS node, allowing access to the robot’s configuration information,

such as the robot’s semantic description parameters. Communication between the

node and the robotic manipulator is achieved through ROS topics and actions, uti-

lizing recurrent robot sensor’s values and sending the necessary control information

to the control topics. Ultimately, everything converges in the move group node to

develop a trajectory plan considering all the aforementioned parameters.
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Figure 4.3: Representation of the “move group” node diagram that interacts di-
rectly with the different user interfaces, ROS parameters and controllers or 3D sen-
sors of the robot to control the different functions of the robot. Image taken from
https://moveit.ros.org/documentation/concepts/.

Similarly, MoveIt works with motion planners through an interface plugin. This

way, MoveIt can communicate with various motion planners. By default, move -

group is configured to use OMPL (Open Motion Planning Library), an open-source

motion planning library that primarily implements random motion planners. Con-

sequently, a subnode called Planning Scene Monitor is generated (Figure 4.4), which

is responsible for generating pre-processing to solve problems before calculating a

trajectory, such as initializing joints outside the configured limits. It also performs

post-processing, which is useful in situations like converting the paths generated for

a robot into time-parameterized trajectories.
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Figure 4.4: Representation of the diagram of the “Planning Scene Monitor” node that
interacts directly with the different user interfaces, and controllers, 3D sensors and pub-
lishers of the state of the robot’s joints to control the different functions of the robot.
Image taken from https://moveit.ros.org/documentation/concepts/.

4.3 Safety Skills

The concept of rehabilitation robots is rooted in the regulations designed for col-

laborative robots commonly found in the industrial sector. However, rehabilitation

robotic systems are governed by each country’s medical device regulatory frame-

works. This regulatory variation often leads to uncertainties regarding the necessary

considerations for each specific rehabilitation robotic system.

The study carried out by Bessler et al. (2021) addresses these concerns by

proposing a safety protocol based on safety skills. This protocol identifies and miti-

gates the primary hazards associated with human-robot interaction in rehabilitation

environments. The study aims to experimentally validate these safety skills, ulti-

mately ensuring the development of a safe system capable of performing the intended

rehabilitation tasks effectively.

As a result, the protocol evaluates skills by identifying hazards, assessing the

influence of various factors, examining the interacting parts of the device with the

human body part, and considering potential injuries that may occur. This evaluation

is summarized in Table 4.5. Our proposal references the safety skills identified in
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this study. Following a thorough hazard analysis of our specific proposal, we have

determined the following safety skills that require validation:

• Limit Range Manipulator Motion

• Restraining Motion Energy

• Limit Physical Interaction Energy

• Orientation Alignment

• Stop Emergency System

Figure 4.5: Overview of identified hazards, influencing factors, potential injuries and re-
lated safety skills. Note that this list is not extensive and additional relevant hazards and
safety skills might be identified in the future. Image taken from Bessler et al. (2021)
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4.3.1 Limit Range Manipulator Motion

In the work developed by Bessler et al. (2021), it is stated that limiting the range of

motion in robotic rehabilitation systems aims to restrict the degree of freedom of a

joint to ensure it does not exceed the physiological range of motion of the limb being

treated. For devices with more complex joints or end-effectors, the spatial range of

motion can be measured using a marker-based motion analysis system. Following the

logic of the marker-based system and considering the use of a robotic manipulator

to make contact with its end-effector and the finger of a hand, a methodology must

be implemented. This methodology involves first delimiting the safe area of action

for the manipulator. Subsequently, it is essential to establish an accurate spatial

relationship between the manipulator and the rehabilitation target, which in this

case is a finger of the hand.

To limit the safe area of the manipulator, it is essential to consider the position

of the table supporting the manipulator, as well as the placement of other elements in

the rehabilitation system, such as the camera base and the 3D hand model base. We

are using the MoveIt tool for direct manipulation and integration of the manipulator

joints’ information with other safety-relevant data, with this tool virtual blocks were

added (Figure 4.6). These blocks represent the movement limits for the manipulator

and serve as obstacles to prevent collisions.

By incorporating these blocks, the MoveIt tool ensures that the manipulator

operates within a predefined safe area, thereby minimizing the risk of unintended

interactions and enhancing the overall safety of the rehabilitation system.
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Figure 4.6: Safe working area to avoid collisions with objects outside the interaction
environment for rehabilitation delimited by green blocks within the virtual vision.

To complement the limited range of movement to control the manipulator, the

point cloud from the Kinect depth sensor is obtained and segmented based on the

prior estimation of the hand pose. This results in the silhouette of the 3D hand

model being represented by the point cloud, as illustrated in Figure 4.7.

Figure 4.7: 3D model of the hand segmented with respect to the point cloud.

Finally, it is necessary to implement the marker-based analysis system to estab-

lish the spatial relationship between the manipulator and the 3D hand model and

segment the point cloud region of interest to implement the Deep Grasp approxima-

tion tool. A practical and robust solution involves considering the initial position

and orientation of each element. This approach entails obtaining the image trans-

formations of the manipulator, the depth camera, and the segmented 3D model of

the point cloud.

Figure 4.8 provides a general composition of the system, using the manipulator
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base as a reference. The process includes performing rotation (Figure 4.9) and trans-

lation (Figure 4.10) transformations from the initial position of the depth camera.

With the aid of a marker code, the spatial relationship between the camera and the

marker is calculated. This allows us to determine the spatial relationship between

the depth camera and the manipulator base (Figure 4.11).

Figure 4.8: Spatial representation of the position and orientation of the robot base and
camera frame in a virtual environment.

Figure 4.9: Representation of the rotation performed by the position and orientation of the
camera frame to approach the robot base.
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Figure 4.10: Representation of the traslation performed by the position and orientation of
the camera frame to approach the robot base.

Figure 4.11: Experimental relationship between the robot base frame and the camera after
performing the rotation and translation process.

At this point, we obtained the spatial relationship between the manipulator and

the 3D hand model, observed through the point cloud obtained by the depth camera.

We segmented the bottom and the rest of the hand, leaving only the region of interest

of the hand, which in this case corresponds to the section from the interproximal

phalanx to the tip of the index finger (Figure 4.12) since this will be the region of

manipulation used to develop the validation experiments of some of the safety skills

including the limit of the range of motion of the manipulator.
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Figure 4.12: Segmented point cloud, where only the silhouette of the index finger up to
the interproximal phalanx can be observed, taking the original point cloud obtained by the
depth camera as a reference.

4.3.2 Restraining Physical Interaction and Energy

In general, whenever there is direct interaction between any parts of the rehabilita-

tion robot and human tissue, physical interaction must be limited, which involves

directly limiting the robot’s energy and the forces it can exert in such cases to keep

interactions within safe limits, thereby preventing any harm to human skin. This

includes limiting the energy directly applied by the robot to the movements of the

end effector joints to maintain safe pressure levels that can be exerted on human

skin and the power of the other joints of the robot to avoid damage during collisions

with the system’s environment, the patient, or any other person who may be present

during the therapy session, such as the rehabilitation specialist or a technician in

charge of the system. The following subsections describe the method employed to

limit the robot’s energy in each of the previously described cases.

4.3.2.1 Limit Restraining Energy

The limit restraining energy is applied directly to the configuration files of the robotic

manipulator, such as the Unified Robot Description Format (URDF) files, which al-

low defining some of the robot configuration parameters. This safety skill aims to

directly limit these executable properties both on the robot and in simulation envi-

ronments. However, in addition to initially limiting these parameters, it is necessary

to develop a control system for the specific rehabilitation task. In our case, the sys-
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tem will have direct contact between the manipulator’s end effector and one of the

hand’s phalanges. Various control methods exist for achieving more suitable trajec-

tories when manipulating soft or rigid objects. Similarly, in Abdullahi, Haruna, and

Chaichaowarat (2024) , an adaptive hybrid control system is presented, capable of

alternating between an admittance or impedance control block to develop smoother

trajectory control when implementing a robotic rehabilitation system based on an

exoskeleton for upper limbs. The hybrid control model offers an advantage for

exoskeletons due to the strict contact these systems have with the skin and arm

joints. However, for the development of our project, it will only be necessary to im-

plement an impedance-based control system, which achieves better results in contact

with soft surfaces.

Figure 4.13: Basic impedance control for robotic manipulators with one or more joints.
The impedance control block receives information directly from the kinematics of the
manipulator and its environment to compute the control law via inverse dynamics, finally
adjusting the response of the robotic manipulator to perform fine and smooth hand manip-
ulation.

The impedance control block shown in Figure 4.13, contains the main control

elements for a robotic manipulator system. On one side, the desired values for

position, orientation, rotation matrix, and both linear and angular velocities and

accelerations are inputs into the impedance control block, along with the current

values for force, position, rotation matrix, and angular velocities of the manipulator.

In the impedance block, the necessary calculations are performed to obtain a new
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control input, then passes to the inverse dynamics block. Subsequently, we obtain

a torque value and, finally, the force and each joint velocities that manipulator will

execute. This process is fed back continuously throughout the manipulation task

to ensure that stable and smooth control is maintained at all times for the specific

task.

4.3.2.2 Limit Physical Interaction Energy

In the case of limiting the energy of physical interaction, the aim is to restrict the

power and speed of the manipulator’s actuators to prevent damage that may arise

from accidental contact between any part of the manipulator and any internal or

external elements present during the rehabilitation session, such as a wall, the table,

the therapist, or the patient.

The pressure sensor is the main component responsible for measuring the pres-

sure exerted by the manipulator on the 3D hand model. The characterization and

parameterization of the sensor for the specific rehabilitation task will obtain the

pressure values that validate the safety capability. The pressure sensor will be se-

cured to one of the phalanges of the 3D hand model, and pressure and impact tests

will be conducted to validate the system’s safety as shown in figure 4.14, ensuring

that safe pressure values are not exceeded at any time.

Figure 4.14: Experimental example of pressure measurement through the pressure sensor
attached to the 3D hand model.

In this way, the system will utilize the same pressure sensor, and trajectories
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will be plotted to collide with the system’s external elements. If the safe pressure

limits for the various external elements are not exceeded in any repetition, it will be

assumed that the validation of the safety capability is complete.

4.3.3 Orientation Alignment

The safety skill proposed in Bessler et al. (2021) aims to ensure a safe alignment

between the joints of the limb being rehabilitated and the joints of an exoskeleton

used as a robotic rehabilitation device. In our case, these types of joints have no

direct alignment or coupling. However, the direct manipulation between the end

effector of the robotic manipulator and the phalanges of the hand must maintain

precise alignment to prevent any damage to the limb during manipulation and the

execution of therapeutic exercises.

By obtaining a relationship between the orientation of the robotic manipulator

and the hand, a safe trajectory for grasping the manipulation target, in this case,

the 3D hand model, can be estimated. To do this, it is first necessary to obtain the

orientation of the hand and the grip angle, and then the relationship between the

orientation of the hand and the manipulator is calculated.

Figure 4.15: Representation of the reference vectors used to determine the planar rotation
angle of the hand with respect to the camera image.

For the first part, the camera position is taken into account, the hand pose

is estimated and two reference lines are drawn on the color image (Figure 4.15).
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The first line represents a horizon directly related to the camera position and the

rehabilitation environment, whereas the second line represents the direct connection

between the tip of the index finger and its inter-proximal phalanx.

Figure 4.16: Representative diagram of the arc-sine function to obtain the planar rotation
angle of the hand.

By observing these two reference lines as vectors originating from the same

point at the interproximal phalangeal joint, we can apply the arc-sine relationship

between these vectors to obtain the hand’s rotation angle (Figure 4.16), ranging

from 0 to 360°. This information allows us to validate that the hand’s rotation

falls within the acceptable range for the predefined manipulation area, ensuring

the manipulator operates within safe limits and prevents any risk of injury to the

patient. Additionally, using the calculated rotation angle, we can determine the

expected orientation of the manipulator before planning the trajectory. This ensures

the manipulator is correctly aligned with the hand, facilitating safe and precise

manipulation. By integrating these calculations, the system can dynamically adjust

to the hand’s orientation, maintaining a safe and effective trajectory throughout

the rehabilitation exercises, thereby enhancing the overall safety and efficacy of the

robotic rehabilitation process.

At this point, we can only ensure the estimation of the hand rotation from

the camera view, which means that a depth view is needed to detect the spatial

orientation of the hand before calculating the manipulation trajectory. First, we

take the same reference of the tip of the index finger and its inter-proximal phalanx
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and draw a line perpendicular to our reference, as a pivot to adjust the orientation

of the manipulator (Figure 4.17). After that, a new reference is taken between the

tip of the middle finger and its respective inter-proximal phalanx, the estimated

coordinates of the hand pose of these four joints are joined together forming a box,

together with the estimation of the depth camera in the points of the joints, the depth

difference between each of the joints concerning their respective edges is obtained.

According to the depth difference between the edges of the frame, a relation with

the position and orientation of the hand can be obtained as shown in the example

of Figure 4.18.

Figure 4.17: Reference pivot to determine the orientation of the manipulator concerning
the hand orientation.

Figure 4.18: Reference box, obtained by joining the fingertip joints and the interproximal
phalanges of the index and middle fingers.

4.3.4 Stop Emergency System

Traditional therapy aims for progressive improvement through exercises that chal-

lenge the joints without causing harm to the patient. In this case, the objective

is to develop a safe system for hand rehabilitation. This skill aims to complement

previously discussed skills with an immediate stop system controlled by the patient,
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mimicking the interaction they would have with a therapist if an exercise became un-

comfortable. The system includes an emergency button as a switch that disconnects

the power supply or stops the current task. This complements other components,

such as hand pose and orientation estimation, validated safety skills, and an ana-

logue signal controlled by the patient. In series with the monitoring system and

the robotic manipulator’s actions, set up a safe and effective rehabilitation system

for hands with low mobility (Figure 4.19). The integration of these elements en-

sures that the patient can immediately halt the rehabilitation session if discomfort

arises, providing a level of safety and responsiveness akin to a human therapist’s

intervention. This holistic approach aims to enhance patient safety while effectively

performing the required rehabilitation exercises.

Figure 4.19: Control diagram for the rehabilitation system with the emergency stop mod-
ule implemented.

4.4 Experimental Validation Model

Finally, it is necessary to develop an experimental design and broadly outline the

validation of the safety skills. The proposed robotic rehabilitation system consists

of four physical elements: the depth camera, the robotic manipulator, a 3D model

capable of measuring pressures and forces, and an emergency button. The depth

camera and the manipulator share the skill to limit the range of motion and ensure

orientation alignment. From the manipulator’s side, and by using information from
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the 3D hand model, it is implemented the limited physical interaction and restrain-

ing energy skills. The emergency button provides immediate feedback and control,

allowing the patient to halt the system if necessary. These components work to-

gether to ensure a safe and effective rehabilitation environment. The experimental

setup is depicted in Figure 4.20, illustrating how each element contributes to the

overall safety and functionality of the system.

Figure 4.20: Experimental Model in charge of performing the security tests to validate the
security protocol.

4.5 Summary

This chapter expresses in detail the methodology to carry out the experimental

development of the thesis, addressing issues such as the method for estimating the

hand pose, the approach and validation of the specific safety skills for this project

and the experimental model designed to develop the necessary tests, seeking to

validate the safety skills and determine that the system is capable of developing

a rehabilitation routine without compromising the integrity of the patients, their

environment and the rehabilitation system itself.
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Chapter 5

Experiments and Results

In this chapter, we present the results of our experimental model. First, we provide a

comprehensive summary of the experiments conducted within the framework of the

experimental model to validate the safety skills. This involves a detailed account of

the procedures followed, the conditions under which the experiments were performed,

and the criteria used for validation. We ensure that the experimental setup aligns

with the standards required for rigorous testing.

Next, we detail the specific experimental considerations for each safety skill,

utilizing the tools and sensors outlined in the methodology section. This includes an

in-depth description of the tools and sensors used, their calibration, and their role in

capturing the necessary data. For each safety skill, we discuss the setup, execution,

and data collection processes. We also highlight any challenges encountered during

the experiments and the steps to mitigate them.

Finally, the results are summarized to validate the safety of the human-robot

interaction protocol. This summary includes comparing the expected outcomes with

the actual results, highlighting the discrepancies and their possible reasons. The

chapter concludes by critically evaluating the experimental model and discussing its

strengths and limitations.

In a general way, an example of estimation of the pose and fine manipulation of
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the hand can be observed in the following link, directed to a video demonstration of

the expected final result: Demostrative Video.

5.1 Limit manipulator range of motion validation

As mentioned earlier in the methodology chapter, the first step to limiting the ma-

nipulator’s range of motion is to delimit the working area, this can be achieved with

the help of MoveIt tools to create virtual obstacles, which work as walls to avoid col-

lisions during the trajectory execution by the manipulator. In this way, we manage

to delimit the safe working area (Figure 4.6).

Subsequently, the spatial relationship between the position of the robotic manip-

ulator and the position of the depth camera was used, to obtain the precise position

of the 3D hand model, visualized directly with the depth camera. For this propose,

the calibration tool “Hand-Eye” was used, to obtain the position and orientation of

the depth camera with respect to the base of the manipulator.

The calibration tool makes use of an Aruco reference code that can be generated

automatically by the tool itself (Figure 5.1). Once the code is obtained we must

configure the calibration parameters and select the type of calibration. In our case

it corresponds to “Hand-Eye” calibration since the depth camera is positioned in

a specific place, without modification, instead of being positioned directly above

the manipulator. It is also necessary to select the transformed matrix of the base

and end-effector of the manipulator. Once all the necessary parameters for the

calibration have been selected, we must position the depth camera in the viewing

location, place the aruco code previously generated on the manipulator end-effector

clamp and finally we will take samples of the manipulator position by orienting and

placing the aruco code in different positions, without leaving the viewing range of

the depth camera.
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Figure 5.1: Aruco code generator, capable of customizing the number of markers on the
X, Y axis, their size, spacing, among other parameters to have a specific code for the
required calibration task.

Following this initial configuration, several samples were taken, until the pro-

jection error was reduced as much as possible. Within the first approximation, a

projection error of 0.03 m was obtained after 100 samples from the manipulator

holding the Aruco code in different positions. Then, by using the Grasp Pose Detec-

tion tool directly on the segmented point cloud corresponding to the phalanx of the

index finger, the approximate grip position of the manipulator was obtained. With

this information the manipulator was sent to the estimated position and in the case

that the manipulator was not in the expected position, it was manually repositioned

and the difference in its 3 coordinate axes was obtained, after 50 experimental rep-

etitions the following results were obtained with this approximation (Figures 5.2 to

5.4).
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Figure 5.2: Result of approximation to the middle phalanx of the 3D model on the X-axis
using the standard “Hand-Eye” calibration method.

Figure 5.3: Result of approximation to the middle phalanx of the 3D model on the Y-axis
using the standard “Hand-Eye” calibration method..
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Figure 5.4: Result of approximation to the middle phalanx of the 3D model on the Z-axis
using the standard “Hand-Eye” calibration method..

As can be seen in the previous results, there is a notorious variation between

the expected position provided by GPD and the real position of the manipulator

with this calibration method. In the best case, a difference of 1 cm was obtained

between the real and approximate position, however, in the worst case, the difference

was up to 5 cm. Taking into account that the objective is a phalanx that measures

approximately 2 to 3 cm, this is a great difference and therefore it is not possible in

this way to ensure the position of the manipulator to perform a safe fine manipulation

for the patient.

For the next approach, the same configuration parameters for the “Hand-Eye”

calibration tool were employed, but the camera position was manually modified to

match the position of the end effector coordinate axis with the Aruco code coordinate

axis. This process was first performed in the real environment (Figure 5.5) and

then the parameters of the calibration tool were modified until the coupling of the

manipulator and the Aruco code was obtained (Figure 5.6).
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Figure 5.5: RGB image of the Kinect camera, where it can be appreciated the manual
placement of the Aruco code directly on the manipulator’s end effector, approximating
the transformation matrices.

Figure 5.6: Visualization of the match between the transformed end-effector matrices
and the aruco code, after manual modification of the parameters within the “Hand-Eye”
calibration tool.

With this approach, 50 more experiments were performed and the best results

are shown in figures 5.7 to 5.9.
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Figure 5.7: Result of approximation to the middle phalanx of the 3D model on the X-axis
using the matrix transform as reference.

Figure 5.8: Result of approximation to the middle phalanx of the 3D model on the Y-axis
using the matrix transform as reference.
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Figure 5.9: Result of approximation to the middle phalanx of the 3D model on the Z-axis
using the matrix transform as reference.

In the above results, when considering the alignment approximation of the trans-

formed matrices between the end effector and the Aruco code board, better results

were obtained, with a maximum difference between the expected position and the

real position of up to 3 cm. However, it can be noted that there is still a large

difference in most of the results obtained and 3 cm is still a considerable enough

difference to conclude that the fine manipulation of the hand cannot be performed.

The last approximation required first segmenting the point cloud to obtain only

the point cloud corresponding to the middle phalanx of the index finger (Figure 5.10),

then manually placing the manipulator over the expected grip area to perform the

fine manipulation, and finally manually adjusting the “Hand-Eye” parameters to

approximate in the display (RViz) the real position of the 3D model with respect to

the manipulator (Figure 5.11).
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Figure 5.10: Point cloud segmentation of the middle phalanx of the 3D model visualized
within Rviz with respect to the robotic manipulator.

Figure 5.11: Manual manipulator match with respect to the real position of the 3D model
visualized through Rviz.

With this approach, 50 more experiments were performed and the best results

are shown in figures 5.12 to 5.14.
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Figure 5.12: Result of approximation to the middle phalanx of the 3D model on the X-axis
using the Point cloud segmented as reference.

Figure 5.13: Result of approximation to the middle phalanx of the 3D model on the Y-axis
using the Point cloud segmented as reference.
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Figure 5.14: Result of approximation to the middle phalanx of the 3D model on the Z-axis
using the Point cloud segmented as reference.

Comparing the 3 approximations using the “Hand-Eye” calibration method, it

is observed that the best result was obtained using the point cloud approximation,

which obtained a maximum difference of 0.5 cm and was, therefore, the best result

among the 3 approximations because, taking into account that the manipulation

target is the phalanx of a hand, precision is fundamental considering that on average

a phalanx can measure 2 to 3 cm, being the other calibration methods greater than

3 cm of error, it could mean less precise approximations and generate significant

damage to the patient’s integrity.

5.2 Limit Physical Interaction Energy validation

The physical interaction limit is mainly in charge of generating a safe interaction

environment during the hand manipulation actions and execution of trajectories for

the approach of the manipulator with the patient’s hand. Thus, this safety skill be-

comes one of the most important skills to avoid damage to the patient and the system

environment. To perform the proper validation of this skill, it is necessary to divide

it into two phases. The first phase corresponds to the detection of unexpected col-

lisions during the execution of trajectories that correspond to the positioning of the
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manipulator in the work area close to the hand and the approach of the manipulator

to grasp the hand. Both motions are executed with the same trajectory planning

method and are expected to fulfil the main function of approaching in two steps to

the current position of the hand to subsequently perform the fine manipulation. The

second phase in which this safety skill is divided corresponds to the pressure or force

exerted on the finger (or fingers) of the hand that will be manipulated to perform

the rehabilitation exercises.

To validate the first phase of this safety skill, a trajectory was defined that allows

moving the manipulator from its main “home” position to a position called “setup”,

which has the objective of placing the robotic manipulator in the safe manipulation

zone and oriented with respect to the estimated position and orientation of the hand,

Subsequently, a trajectory was defined that allows moving the manipulator from the

“setup” zone to a general approach position, simulating the precise approach of the

manipulator to the hand, in order to bring the manipulator gripper closer to the

fine manipulation zone of the hand and to detect if there is any collision during the

planning and execution of this trajectory.

Ten experiments were performed for the “home - setup” trajectory path and 10

more for the “setup - manipulation” trajectory, data were collected from the informa-

tion provided by the communication topics of the robotic manipulator “/j2n6s300 -

driver /out/tool wrench” during the action of each path, where the following repre-

sentative results were obtained in figures 5.15 to 5.18.
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Figure 5.15: Representative end-effector force magnitude graph of the 3 best results dur-
ing the development of the “home-setup” trajectory without collisions.

Figure 5.16: Representative end-effector force magnitude graph of the 3 best results dur-
ing the development of the “setup-calibration” trajectory without collisions.
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Figure 5.17: Representative end-effector force magnitude graph of the 3 best results dur-
ing the development of the “home-setup” trajectory with collisions.

Figure 5.18: Representative end-effector force magnitude graph of the 3 best results dur-
ing the development of the “setup-manipulation” trajectory with collisions.

In the first 2 graphs we can find the results after applying the modulus to

the end-effector forces result in 3 different repetitions, both for the “home-setup”

trajectory (Figure 5.15) and for the “setup-manipualation” trajectory (Figure 5.16),
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in both cases the trajectory is clean, without obstacles or resistance that could

indicate a collision during the development of both trajectories.

On the other hand, the following 2 graphs represent the result after applying

the module to the end-effector forces resulting in 3 different repetitions, both for the

“home-setup” trajectory (Figure 5.17) and for the “setup-manipulation” trajectory

(Figure 5.18). In these cases, a small resistance was recreated during the development

of both trajectories to simulate a small collision between one of the moving parts of

the manipulator and an object with low motion resistance (or mass).

It can be observed that during the experimental run of the trajectories with

collision there is a considerable amplitude between the results of the same trajec-

tory without collision, for the case of the first trajectory we have a value of 8 N

as maximum value compared to the value of 20 N, giving as a result that during

this first trajectory, values above 8 N (Newtons) could mean a collision during the

development of this trajectory.

In the second phase, it was necessary to know how to characterize the pressure

sensor, which, according to the diagram in figure 5.19, is an arrangement composed

of the pressure sensor, a 1MΩ resistor and the power supply, all connected through

an Arduino board to recover the analog value delivered by the pressure sensor and

thus obtain the value of the force exerted on the 3D hand model.

Figure 5.19: Diagram of the circuit designed for the characterization of the pressure sen-
sor, composed of two resistors, one with an experimental value of 100Ω, 1KΩ, 10KΩ,
100KΩ and 1MΩ and the other resistance, variable, is a strain gauge that converts the
surface pressure into resistance.
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The variable resistance was measured manually and a range of resistance was

obtained that goes from 8kΩ when the highest measurable pressure is exerted by the

sensor to 2MΩ or maximum resistance of the material, when no force is exerted on

the sensor. The constant resistances were exchanged experimentally from the 5.19

diagram, finally it was obtained that the resistance of 1MΩ, showed to cover the

whole range of the voltage used for the tests (5V). This resistance value allowed to

measure a wider range of voltage in response to the intensity of pressure exerted on

the sensor.

Figure 5.20: Characterization graph of the pressure sensor, comparing the different results
of the constant resistances to a maximum pressure exerted manually on the strain gauge.

After the characterization, we place the sensor on the index finger of the 3D

model and hold it with a little tape, allowing the center of pressure of the sensor to

be positioned freely and on the middle phalanx of the index finger. The gripper of

the robotic manipulator was manually placed on the center of the middle phalanx

of the index finger and we began the validation process.

With the constant resistance of 1 MΩ and the Arduino power supply of 5 V,
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as initial configuration. Started to close the gripper of the robotic manipulator

manually and exert the maximum possible pressure on the 3D model and the center

of the pressure sensor (figure 5.20), from this measurement, it was performed finger

manipulation tests, making short trajectories of rotation and elevation of the end

effector.

First, several tests of the maximum pressure that the end-effector fingers could

exert were performed and the pressure sensor (Figure 5.21) and manipulator finger

current (Figure 5.22) plots were obtained.

Figure 5.21: Graph of the maximum voltage obtained by the pressure sensor as a result of
the maximum possible pressure applied by the manipulator.
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Figure 5.22: Graph of the maximum current obtained by the end-effector fingers as a
result of the maximum possible pressure applied by the manipulator.

It can be seen that in the characterization graph of the pressure sensor, a range

of 0 to almost 5 V is obtained for the maximum pressure. On the other hand, in the

graph of the current of the fingers of the manipulator, a current slightly above 0.8 A

is obtained. Taking these values as a reference, fine manipulation movements were

performed directly on the 3D hand model, obtaining the following representative

results.

Figure 5.23: Graph of voltages obtained by the pressure sensor during the development of
fine hand manipulation.
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Figure 5.24: Graph of the currents obtained by the terminal effector fingers during the
development of the fine manipulation of the hand, current peaks can be observed, which
correspond to pressure points exerted by the robotic fingers during the manipulation ac-
tion.

In the graph of Figure 5.23, it can be observed the value of the voltage that

is registered by the pressure sensor during the fine manipulation action. In turn in

the graph of Figure 5.24, the current value of the manipulator’s fingers during the

fine manipulation action is shown. In this example, the voltage value has variations

throughout the fine manipulation trajectory because the pressure sensor is always

in contact with one of the fingers of the end effector. On the other hand in the

current graph, only the current value of the manipulator fingers is recorded during

the contact that the manipulator finger makes with the sensor while the action of

lifting the phalanx of the 3D model is performed.

5.3 Orientation Alignment validation

The orientation between the manipulator and the hand is crucial for the safety of

the rehabilitation system, as incorrect alignment can cause direct harm to the limb

treated or damage the rehabilitation equipment. Therefore, it is essential to validate

this safety skill continuously whenever hand manipulation is performed, in addition

to the experimental validation conducted for other safety skills.
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Taking into account that our objective is to estimate the position and orientation

of the hand, the spatial estimation of the hand will be divided into 3 parts. First,

the rotation of the whole hand concerning the camera position was estimated. For

this, the points of interest provided by MediaPipe that correspond to the phalanges

of the index finger was taken as reference, from the interproximal intersection to

the tip of the finger. Considering the interproximal intersection, a line is drawn

that passes through that point and is drawn directly on the horizontal plane of the

camera. Then, a straight line is drawn on the 3 phalanges of the index finger, and

finally, as shown in the figure 4.15, the value of the angle between the two vectors is

calculated and the rotation of the hand is obtained in 2D with respect to the camera

position. The second part corresponds to calculating the inclination of the hand in

any of the 4 directions that the hand can take or any combination of these. For

this, the points provided by MediaPipe will be taken as reference, corresponding to

the fingertips and interproximal connections of both the index finger and the middle

finger, forming a reference plane as shown in figure 4.18. In this way, the difference

between each of the vertices was calculated and the angle of inclination of the edges

was obtained. Finally, for the last part, the angle of inclination of the target finger is

calculated, in this case, the index finger. In such a way, the reference points provided

by MediaPipe and corresponding to the interproximal connection and the tip of the

finger are taken into account once again, the difference between each of these points

is obtained and the angle of inclination is finally obtained.

The 3 parts of the process to obtain the position and orientation of the hand

have been divided in that order, to first ensure the orientation and position of the

complete hand and finally, with this information, to be able to calculate the necessary

grip angle for the robotic manipulator.

For the results of the first part, the 3D hand model was placed in front of the

depth camera, and a full rotation was performed to observe the angle between the

reference vectors mentioned above.
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Figure 5.25: Experimental results during hand rotation. It can be observed that the hand
model in this image at an angle of 0 degrees, when the hand is oriented with respect to the
horizontal pointing the fingers to the right.

Figure 5.26: Experimental result during hand rotation, an angle of 86 degrees can be
observed in this image, approximately 90 degrees, with the fingertips oriented downward
with respect to the horizontal.
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Figure 5.27: Experimental result during hand rotation, an angle of -94 degrees can be
observed in this image, with the fingertips oriented upwards with respect to the horizontal.

Figure 5.28: Experimental result during hand rotation, an angle of 175 degrees can be
observed in this image, approximately 180 degrees, with the fingertips oriented to the left
with respect to the horizontal.

In Figures 5.25 to 5.28, it can be seen the different positions that the hand can

adopt, By taking as a reference the position, the orientation of the hand can be

obtained. With this information, the system is able to determine wherer or not it is

safe to perform the fine manipulation task.

For the second part, the 3D hand model was placed with the fingertips fully

extended and pointing directly to the top of the image, then, slight tilting was

performed in 4 different orientations, elevating the fingertips (Figure 5.30), elevating

the wrist (Figure 5.29), tilting the hand to the (Figure right 5.32) and finally tilting
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the hand to the left (Figure 5.31).

Figure 5.29: Experimental result of the planar orientation of the hand, two vertical red
lines can be observed representing the downward orientation of the fingertips, referring
to an angle less than 0 with respect to the difference between the fingertips and the inter-
proximal phalanges.

Figure 5.30: Experimental result of the planar orientation of the hand, two vertical blue
lines can be observed representing the upward orientation of the fingertips, referring to
an angle greater than 0 with respect to the difference between the fingertips and the inter-
proximal phalanges.
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Figure 5.31: Experimental result of the planar orientation of the hand, two horizontal
purple lines are observed representing the upward orientation of the little finger, referred
to an angle less than 0 with respect to the difference between the tips of the index and
middle fingers.

Figure 5.32: Experimental result of the planar orientation of the hand, two horizontal
yellow lines are observed representing the upward orientation of the thumb finger, referred
to an angle greater than 0 with respect to the difference between the tips of the index and
middle fingers.

Finally, for the last part, the 3D hand model was placed by pointing the fingers

toward the top of the image. All fingers were fully extended and specific inclinations

were performed at 10° (Figure 5.34), 20° (Figure 5.35) and 30° (Figure 5.36), taking

as reference the interproximal connection and the tip of the index finger.
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Figure 5.33: Reference position of the index finger with an inclination of 0 degrees.

Figure 5.34: Reference position of the index finger with an inclination of 10 degrees.

Figure 5.35: Reference position of the index finger with an inclination of 20 degrees.
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Figure 5.36: Reference position of the index finger with an inclination of 30 degrees.

The results of the last two parts of the process to estimate the position and

orientation of the hand were performed by taking into consideration 3 methods,

combining the use of MediaPipe and the grayscale information from the depth cam-

era. In the first scenario, the RGB image is used, applying the MediaPipe processing

and extracting the depth information provided by it, which is obtained in the form

of a floating unit that calculates the depth based on the position of the other points

and the hand pose estimation system. In the next scenario, the grayscale image is

taken from the depth camera and only the position information in the 2D image

is used, from there the grayscale value of the centroids of interest is obtained to

determine the depth of that specific point within the image. Finally, the grayscale

image is taken again, the MediaPipe processing is performed and in the same way

as in the first scenario, the depth value provided by MediaPipe is obtained. The

results of the following 3 scenarios were evaluated by placing the hand in different

positions, taking into account that no part of the 3D model was out of the camera’s

view.
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Angle (Degrees) MediaPipe (float 64) Depth (gray scale) MediaDepth (float 64)

0 0.0092 4.3 0.016

10 0.0075 2.99 0.015

20 0.0066 2.92 0.014

30 0.0058 -0.2 0.013

Table 5.1: Comparison of the methods implemented to determine the relationship between
the angle of inclination of the finger and the estimation of the depth difference.

After performing several tests of the different inclinations that the fingers of

the hand model could take in different positions within the vision of the camera, an

average was obtained and the results are presented in the Table 5.1. It can be seen

that there is greater accuracy and difference between the reference values obtained

through the first method, using the hand depth estimation data by MediaPipe with

the RGB image as there is a greater difference and a consistent change by gradually

increasing the inclination angle, the third scenario has a similar result like the first

one. However, there is a small difference between the gradual changes of inclination,

which would not allow having an accurate result in case of inclination changes of less

than 10 degrees. Finally, the second scenario obtained the worst results by obtaining

disproportionate changes with respect to the gradual change of inclination.

5.4 Limit Motion Energy validation

The direct manipulation between the robotic manipulator and the 3D hand model

should be performed taking into consideration that the action of moving one or more

robotic fingers should not be at any time a harmful action for the patient’s hand.

Thus, the use of an impedance-based control is proposed, for its advantages during

the use in soft tissues. However, the manipulation tests were performed in 3 control

methods: ROS topic control, PID control, and impedance control.

The ROS topic control corresponds to the speed control of the movement of the
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manipulator’s joints during the fine manipulation action. For this, a program was

developed that takes the topics with information on the position of the manipula-

tor’s joints and captures the signal to send the speed of the joints in charge of the

manipulation action, the module of the forces resulting from the vector of forces of

the end effector was calculated and the following result were obtained, as depicted

in Figures 5.37 to 5.39.

Figure 5.37: Force plot during fine hand control trajectory using low-level control.

The PID control was integrated as an algorithm that takes the position infor-

mation of the manipulator’s joints through ROS topics and calculates the movement

points that the trajectory of the joints in charge of the fine manipulation must follow.

The modulus of the resulting forces of the end-effector force vector was calculated

and the result was plotted in Figure 5.38.
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Figure 5.38: Force plot during fine hand control trajectory using PID control.

Finally, the impedance control was implemented through a program that takes

the target or expected position of the manipulator concerning the current position,

calculates the points of the trajectory according to the impedance control and sends

the signal through the manipulator control via Moveit, calculates the modulus of

the forces resulting from the force vector of the end effector and graphs the result

in Figure 5.39.
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Figure 5.39: Force plot during fine hand control trajectory using impedance control
through Moveit.

The above graphs represent the results of the end-effector force modulus during

the fine manipulation action with the 3 different controls mentioned above. In the

last case, for the impedance control, it can be observed that there is a less abrupt

change between the force values over time and likewise, a smoother trend can be

observed during the fine manipulation action (figure 5.39).

5.5 Stop Emergency System validation

The emergency button system is implemented through ROS services, which are

already integrated into the control node of the robotic manipulator through the

ROS connection node. To stop a manipulator trajectory, you must be subscribed

to the service and send the “Stop” message, when it is required to completely stop

the system, this service allows blocking the signals that are sent to the manipulator.

To validate this security ability, being a message that interacts directly with the

connection between the manipulator and the commands or signals that can be sent

through the different control methods of the manipulator, a table is presented that
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evaluates if the emergency button actuated through the manipulator services stops

its movement, during the control through different methods. I this case, the control

methods evaluated are: Moveit (Python), ROS topics (low-level control), Moveit

plugin (Rviz) and API, being these the only control methods with which we worked

during this project with the proposed experimental model.

Manipulator Control Emergency Stop Trajectory

Moveit (Python) YES

Moveit (Rviz) YES

ROS topic (Python) YES

API YES

Moveit and ROS topics (Python) YES

Table 5.2: Table of results during general trajectory interruption in some of the control
cases used during the process of experimentation and validation of safety skills.

In the table above it can be seen the different types of control that were de-

veloped during the experimental tests of the proposed model and the result of the

emergency button to stop the trajectory of the manipulator. In all cases the use of

the emergency button was satisfactory, except in the case of the Joystick, this being

an analog signal sent by the physical Joystick to the manipulator, the emergency

button manages to cut the communication of the control with the manipulator for a

brief moment if the Joystick is still actuated in some direction after the emergency

stop. The manipulator can continue its trajectory because the Joystick continues

sending signals. In the other cases, this does not happen because the program does

not continue sending signals.

5.6 Summary

In summary, this chapter presented the validation of safety skills, where each sec-

tion proposes the method to be used for experimental development and the specific
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validation guideline for each safety skill. Being safety skills in charge of evaluating

different aspects such as position, orientation, and relationship of the manipulator

with the 3D hand model, each one requires a different experimentation and valida-

tion process. It can be observed within the results the degree of accuracy that each

one of the safety skills has and the risk factor that they can avoid both together

and individually. In this aspect, the position and orientation of the 3D hand model

are approximated with the safety skills of a range of motion limit and alignment

and orientation. The strength and safe manipulation of the phalanx is determined

with the help of the limit of motion and physical energy. Finally in case of emer-

gency and whenever the patient considers it, any of the actions or movements of the

manipulator can be stopped at any time, with the help of the emergency button.
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Chapter 6

Conclusions and Future Work

The increase in the demand for rehabilitation therapies for patients who have suf-

fered a stroke has generated a great workload for the specialists in charge of this

area. However, this has also led to the development of new rehabilitation systems,

which allow the same health specialists to have a greater number of tools to ad-

dress the problem of high demand for rehabilitation therapies. In such scenario, the

robotic rehabilitation systems have proven to compete with traditional rehabilitation

systems, improving their safety during the development of human-robot interaction.

During the development of this project, the general and specific objectives were

achieved, obtaining a method to estimate the pose of the hand, planing the trajec-

tory for fine control of robotic manipulators, conducting tests on 3D-printed models

equipped with sensors and integrating a validation protocol to ensure the safety of the

system. An experimental model was developed based on the proposed safety skills,

which were employed to obtain satisfactory results for the validation of the safety

protocol. Likewise, the different methods and scenarios proposed were explored to

improve the results of positioning, orientation, and the relationship between the

robotic manipulator and the 3D hand model. As a whole, each of the safety skills

allowed exploring the different risk factors present in robotic rehabilitation systems

and the importance of their implementation during the development of such systems
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that seek to carry out some type of rehabilitation using general-purpose manipula-

tors.

6.1 Limitations

Some of the limitations of this project mainly include the lack of time to develop

experiments on real patients and thus concretely determine the direct benefit on the

range of mobility that stroke patients may have in their different degrees of musculo-

nervous affectation. This system contemplates the use of a manipulator and only

evaluates risk factors caused by the manipulator itself, without taking into account

human error or misuse of the tools. The use of a specific manipulator during the

development of this project limits the possibility of using tools or resources available

for any other type of manipulator of general or specific use, making the development

of this project focus only on the specifications and tools available for the Jaco robotic

manipulator model manufactured by Kinova.

6.2 Future Work

In future work, the implementation of two robotic manipulators can be considered:

one in charge of the task of fine manipulation of the hand and the other to mimic the

interaction that a patient would normally have with the health specialist, by hold-

ing his arm, placing it in the position desired by the specialist and preventing from

making any movement that would be harmful to the patient during the development

of the fine manipulation of the hand or fingers. Extending the safety protocol to

evaluate more risk factors, such as human error or direct failure of the physical com-

ponents, such as the manipulator or the depth chamber. With this project, we hope

to lay the foundations to extend the concept of safe human-robot interaction proto-

col in other robotic rehabilitation systems and in the same way continue proposing

experimental scenarios with real patients, to obtain a more robust system capable
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of developing rehabilitation therapy in extremities in a general way.
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