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Abstract 

 

The Human Action Recognition (HAR) from video sequences is a topic which has 

captured the interest of a large number of researchers from industry, academia, 

consumer agencies and security agencies. The solid interest in the topic is motivated 

by the wide variety and importance of promising applications for example 

rehabilitation of patients, monitoring and supporting of children and elderly people, 

automatic annotation of video, human-computer interfaces, and video surveillance 

among others.  

Particularly the increasing demand for security and safety by society in recent 

years has occasioned significant advances in video surveillance technology. However 

despite these advances, video surveillance systems are not able to analyze in real-

time the huge amounts of video coming from video surveillance cameras installed in 

the worldwide and therefore, they can’t detect and alert about potential criminal 

activity in real-time.  

Faced with this situation, it is anticipated that video surveillance systems will 

migrate to autonomous video analysis “on the edge”; where algorithms, embedded on 

a surveillance camera, will analyze retrieved video in real-time and autonomously 

from its field of vision in search of unwanted events; so that the system can advise to 

an upper instance to take action. 

A first step towards this autonomous analysis is the recognition of basic human 

actions. Therefore this dissertation presents a real-time HAR method based on 

simple techniques that incorporate information of natural domain knowledge of the 

problem to achieve an efficient recognition with attributes such as simplicity, 

precision and speed. The method has four main stages: bounding box tracking, 
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bounding box representation, features extraction and action classification. The 

method was implemented on two development platforms (Matlab and C++) and 

evaluated on three publicly available datasets: Weizmann, UIUC and i3DPost. 

Results obtained on the three datasets show that the proposed method is superior to 

other state of the art methods, in processing capacity (18,282 fps, 2,427 fps and 742 

fps, respectively) and comparable or superior in accuracy (99.95%, 100%, and 99%). 

The method is the first one that shows real-time performance on video up 8K UHD. 

In addition, since the presented method is based on clear and simple concepts and 

shows recognition skills on real-time, it is foreseen that it could be embedded on a 

camera allowing the so-called "edge processing".  
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Resumen 

 

El reconocimiento de acciones humanas (HAR) a partir de secuencias de video, es 

un tema que ha atraído el interés de un gran número de investigadores en la 

industria, academia, agencias del consumidor y agencias de seguridad. El fuerte 

interés en el tema está sustentado en la importancia y amplia variedad de las 

aplicaciones potenciales HAR, por ejemplo rehabilitación de pacientes, anotación 

automática de video, monitoreo y apoyo a niños y personas mayores, interfaces 

humano-computadora y video vigilancia entre otras. 

Particularmente la demanda creciente en años recientes de seguridad y 

protección por parte de la sociedad ha ocasionado avances significativos en la 

tecnología de video vigilancia. Sin embargo, a pesar de esos avances, los sistemas de 

video vigilancia aún no son capaces de analizar en tiempo real la enorme cantidad de 

video proveniente de cámaras de video vigilancia instaladas en todo el mundo y por 

lo tanto, no pueden detectar y emitir alertas en tiempo real en el caso de existir 

actividad criminal potencial. 

Ante esta situación, se prevé que los sistemas de video vigilancia convencionales 

migrarán al análisis del video autónomo “en el borde”; donde algoritmos embebidos 

en una cámara de video vigilancia, analizarán de forma autónoma y en tiempo real 

el video obtenido de su campo visual en busca de eventos no deseados; tal que el 

sistema pueda advertir a una instancia superior y de esta forma tomar acciones. 

Un primer avance hacia ese análisis autónomo es el reconocimiento de acciones 

humanas básicas. Por lo tanto esta tesis presenta un método HAR en tiempo real 

basado en técnicas simples que incorporan información del conocimiento en el 

dominio natural del problema para obtener un reconocimiento eficiente con atributos 
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tales como simplicidad, precisión y velocidad. El método consta de cuatro etapas 

principales: Seguimiento del objeto de interés, representación de la figura humana, 

extracción de rasgos y clasificación de acción. 

El método fue implementado en dos plataformas de desarrollo (Matlab y C++) y 

evaluado sobre tres conjuntos de acciones disponibles públicamente: Weizmann, 

UIUC e i3DPost. Los resultados obtenidos con estos tres conjuntos de acciones 

muestran que el método propuesto es superior a otros métodos del estado del arte en 

capacidad de procesamiento (18,282 fps, 2,427 fps y 742 fps respectivamente) y 

comparable o superior en precisión (99.95%, 100% y 99%). El método presentado es 

el primero que muestra rendimiento en tiempo real en videos de hasta 8K UHD. 

Adicionalmente; debido a que el método está basado en conceptos claros, simples y 

muestra atributos en tiempo real, se prevé que este puede ser embebido en una 

cámara y permitir el procesamiento del video “en el borde”. 
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Glossary 
 

Chronophotography— Photograph or a series of photographs of a moving object 
taken to capture successive phases of the object's motion. 

Classification— A general term for the assignment of a label (or class) to an input.  

Domain knowledge— Knowledge relevant to a specific field of interest (environment, 
situation or problem).  

Edge processing— Analytics and knowledge generation occur at the place where the 
data are collected, so that only the significant information is transported and stored. 

Embedded system— A computer system with a specific function, often with real-time 
computing constraints. 

Feature— A distinctive attribute derived of something or someone which can be 
represented as a numerical property.   

Frame— Each of the pictures that make up a video. 

Hyperplane— A geometrical construct which extends the idea of a plane in three 
dimensions to a general d-dimensional space. 

Object tracking— The process of estimating the location in time of a moving object. 

Perceptron—A computational element often used for classifying data into one of two 
classes. 

Recognition— The process of associating some observations with a particular 
instance or class of object that is already known. 

ROI— A subregion of an image where processing is to occur. 

Snippet— A short sub-sequence of an entire video. 
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SVM— A classifier using supervised learning that is characterized by maximizing 
the distance between classes. 
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Chapter 1 

1  Introduction 

 

 

1.1 Background 

The interest to understand human movement goes back to more than 2,000 years 

ago, when the motion was represented by means of static artwork; by such artists 

like Aristotle, da Vinci and Michelangelo characterized this first stage of 

development [1]. 

The art was the major driving force to understand human motion for many 

centuries until moving pictures appeared. It happened nearly 2000 years later, at 

the end of the 19th century, when chronophotography provided a new tool for 

understanding movement. Experiments of Janssen [2] and Muybridge [3] 

highlighted in this second stage of development. 

In 1874, the French astronomer Pierre Janssen used a multi-exposure camera 

which took forty-eight exposures in seventy-two seconds for recording the transit of 

Venus across the Sun. This experiment was known as Janssen’s revolver. 

In 1878, the Bristish-born Eadweard Muybridge inspired by a dispute claim that 

a galloping horse may have all four hooves off ground set up a series of 12 cameras 

for recording fast motion alongside a barn. His experiment showed all four hooves off 

the ground for part of the time. He also invented a machine for displaying the 
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recorded series of images and applied it to human movement studies. Then, his 

experiments were very influential for the beginning of cinematography. 

In the third stage, the motion analysis took a different perspective. The 

experiments instead of only capturing images of motion sequences, now wanted to 

capture data at higher level of abstraction which could then serve to reconstruct the 

original motion. For example, Marey [4] in 1894 abstracted the images of a runner to 

a system of bright lines for representing the positions of his limbs and he obtained 

sinuous curves of human gait. In 1891, Braune and Fischer [5] attached light rods to 

an actor’s limbs over a black suit to quantitatively measure the human gait, and 

Johansson [6] in 1973 performed experiments using light indicator (Moving Light 

Display, MLD) placed on the body of human actors to study some human actions.  

Finally, the advent of the computer and of digital technology in general in the 

latter half of the 20th century provided the tools for analyzing human motion based 

on digitized image sequences, and for animating or studying human motion using 

extensive calculations and detailed model of human locomotion.   

Actually, Human Action Recognition (HAR) is a task that can be analyzed in two 

different ways, using external sensors and wearable sensors. In the first, the sensors 

are fixed in predetermined points of interest and in the latter; the sensors are 

attached to the subject. This work addressed HAR based in video sequences which is 

considered part of the analysis using external sensors. For greater detail about HAR 

using wearable sensors refer to [7].     

HAR based in video sequences is a topic which has captured the interest of a 

large number of researchers from industry, academia, consumer agencies and 

security agencies. The great interest in HAR is supported by the wide variety of 

promising applications among which are: rehabilitation of patients [8], analysis and 

optimization of athletes performance [9], monitoring and supporting of patients, 

children and elderly people [10], Ambient-Assisted Living (AAL) [11], Automatic 

Annotation of Video [12], character animation in cinematographic recordings, 

Human-Computer Interfaces [13], and Video Surveillance [14] [15] among others. 

Particularly in security and safety areas Video Surveillance based in HAR is 

regarded as an important support tool.   
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1.2 Problem Statement 

The increasing demand for security and safety by society have led the video 

surveillance technology to become essential around the world. One of the priorities 

of national security is the detection and prevention of criminal activity and 

terrorism right at the instant this happens. To achieve this goal, governments have 

opted to install conventional video surveillance systems in places of interest such as 

streets, government agencies, airports and train stations, among others; however, 

the fact that today the number of installed cameras has exceeded human staff 

available for observation, makes detection and prevention of potential criminal 

activity on real-time virtually impossible [16,14].  

Despite some current attempts to provide conventional video surveillance 

systems with intelligence, these systems are still composed of networks of a mixture 

of CCTV (Closed Circuit Television) and digital cameras under a centralized scheme, 

where each camera is used as a tool for video acquisition that sends all that video to 

a central station for storage and partial monitoring by trained personnel [17]. 

In the conventional centralized scheme for video surveillance, the expected 

growth of video data will double every two years, given that video camera technology 

is improving every year in terms of resolution, size, and compression rates. This, in 

turn, introduces new problems such as saturated bandwidth, insufficient and highly 

error-sensitive real-time monitoring, increase of storage units, and an overall 

increase in operating surveillance systems [18,19]. 

An approach to improve a solution to the aforementioned problems is that 

conventional systems should evolve to intelligent surveillance systems "on the edge". 

This type of system, as opposed to conventional systems, pushes intelligence to the 

edge. Algorithms, embedded at each camera, will analyze retrieved video on real-

time and autonomously from its field of vision in search of unwanted events, such 

that only important information is sent to a central station for monitoring and 

storage, or simply to alert a human supervisor to take note of the event, thus 

improving real-time monitoring  [14,19].  

A first step towards the autonomous analysis is the recognition of basic human 

actions. Therefore, Human Action Recognition (HAR) from streaming video has 
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gathered a significant amount (hundreds) of publications since year 2000 

[20,21,22,23,24]. However, most of the proposed methods have been focusing on 

obtaining increasingly high recognition rates without giving significant importance 

to complexity and computational effort thus preventing its real-time operation. Then, 

HAR methods to date do not have enough features to be integrated into the edge of a 

video surveillance system because they carry out an exhaustive image processing, 

extracting a high number of features per frame and they use no arithmetic 

operations (the features are complex to obtain).  

Since  the aim is contribute in the design of reliable autonomous HAR systems 

with high recognition rates and the ability to real-time work, in this work, a HAR 

method that achieves a high performance Accuracy-Speed-Computational effort is 

presented, which might open possibilities for the so-called "edge processing". 

1.3 Dissertation Goals 

General Goal 

 

The general goal of this dissertation is to design a HAR method based on the 

natural domain knowledge that is characterized by: 

 A reduced feature set 

 Real-time performance 

 Accuracy competitive with the state of the art methods 

 Pixel resolution beyond Full HD up to 8K 

In order to contribute to the future implementation on “the edge” of this type of 
system 
 

Specific Goals  

 

 Recognize ten o more human actions 

 Use two or more publicly available datasets 

 Achieve a competitive accuracy without compromising system speed 
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 Reduce the processing time of feature extraction per frame 

1.4 Dissertation Contribution and Organization 

The overall contribution of this dissertation is a HAR method based on the 

natural domain knowledge of human actions with attributes such as precision, speed 

and simplicity on a wide range of video resolutions; which might open possibilities 

for the so-called "edge processing" and thus conventional video surveillance cameras 

can be transformed from simple tools for data acquisition and storage into 

autonomous intelligent tools capable of detecting and alerting about potential 

criminal activity in real-time.  

This dissertation is organized in 6 chapters. A brief description of the issue 

addressed by each chapter is provided next:  

 Chapter 2 presents a review of the most relevant works related to the present 
investigation 

 Chapter  3 provides fundamental theory that supports the proposed method 

 Chapter  4 describes the proposed method 

 Chapter 5 presents the set of experiments used to evaluate the proposed 
method 

 Chapter 6 gives conclusions and future directions of this investigation 
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Chapter 2 

2 Related Work 

 

 

Some of the most relevant HAR methods related to the present investigation are 

described in this chapter. In section 2.1, a categorization based in the image 

representation is presented. Then, section 2.2. provides a review of real-time 

methods. Resolution video in HAR methods is presented in section 2.3 and finally, 

section 2.4 summarizes the chapter.      

2.1  HAR Methods 

Currently, the HAR literature has several surveys, some of these publications 

date from 1995 to 2015 and review papers from 1973 to 2014. Each of these surveys 

analyzes the works with a different purpose and therefore they use a different 

taxonomy. For example, some of the most relevant and recent reviews as  Moeslum 

(2006) [20] focus on human motion capture and analysis including human model 

initialization, tracking, pose estimation and action recognition, Poppe (2010) [21] 

focuses on the type of input features used for the classification, Aggarwal and Ryo 

(2011) [23] discuss various approaches at four different levels of activities: gestures, 

actions, interactions, and group activities, Ke et al. (2013) [24] covers the three 

representation levels of HAR, from core technology (low-level), the human activity 
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recognition systems (middle-level) and their relevant applications (high-level), and 

Afsar et al. (2015) [25] classify works into three main subjects, detection techniques, 

datasets and applications.  

Based on the image representation used to extract the features that will be used 

to recognize the action, previous methods in this dissertation will be organized into 

two large groups, those that use a holistic representation and those that use a part-

based representation. Methods based on a holistic representation use the whole ROI 

information to characterize the action. ROIs, which contain the whole human 

silhouette, are used in the following papers. In [26] Blank et al. represent human 

actions as three-dimensional objects generated by grouping of silhouettes in volumes 

on the space-time domain. In [27] Guo et al. modeled an action as a temporal 

sequence of deformed centroid-centered silhouettes. In [28] Chen models the action 

as a sequence of parameters from star figures represented as Gaussian Mixture 

Models (GMM), where a star figure is bounded by the smallest convex polygon 

containing the human silhouette. Other works have also used the whole ROIs, but 

on raw images instead of silhouettes. In [29] Schindler and Van Gool recognize the 

human action of short sequences of video (snippets) using shape information (local 

edges) and movement (optical flow) on raw images. Derpanis et al. [30] generate 

three-dimensional volumes by grouping whole ROIs on a space-time map and 

measuring energy through derivatives and widely tuned three-dimensional 

Gaussian filters. Instead of using the whole image contained by the ROI, other 

methods are based on rectangular image patches for extraction of information to 

characterize human action (part-based representation). In the following methods, 

the ROI is divided in an equal-sized grid. Jimenez et al. [31] propose a multi-scale 

HAR descriptor based on a Pyramid of Accumulated Histograms of Optical Flow 

(PaHOF). Optical flow between two consecutive frames is represented as histograms 

of orientation vs. magnitude accumulated over time and computed for each cell on a 

grid of non-overlapping regions. In [32], Ikizler et al. proposed a pose descriptor for 

HAR, called histogram of oriented rectangles (HOR), where the ROI is divided on an 

equal-sized grid and the HOR is computed within each cell. In [33], Baysal and 

Duygulu use a part-based representation for HAR, where information of speed and 
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direction of movement are used along with a pose representation based on a 

collection of line-pairs adjusted to the contour of the human figure.  

2.1.1  Discussion 

For the case of methods based on the holistic representation there is an 

extraction of features from the complete ROI where the whole ROI image is analyzed 

and the length of the description vector is usually fixed. General methods based on 

the holistic description are susceptible to noise, occlusion and view-point variation so 

that these methods work properly on controlled environments. 

In the case of part-based methods, there is a feature extraction process in a 

patch-by-patch basis where each set of features is considered independent and of 

equal importance. In general, these methods tend to be more robust to noise, 

occlusion and in some cases invariant to rigid transformations; however, these 

methods present a significant disadvantage which is that the size of the description 

vector is usually very large and variant according to the number of patches used.  

Holistic and part-based representations have different strengths and 

weaknesses. As a consequence, some researchers have used a mixed representation 

(holistic + part-based). For example, Wang et al. [34] extend the probabilistic Latent 

Semantic Analysis (pLSA) model to HAR by using bag-of-words. Each frame is 

encoded using a descriptor Pyramid of Histogram of Oriented Gradient (PHOG) 

which encodes the human figure to multiple degrees of detail according to different 

pyramid levels. In [35], Bregonzio et al. represent a human action as clouds of points 

at different time scales where shape and movement features are extracted from two 

regions: the ROI containing the segmented object and the areas generated by the 

clouds of points at different scales. Minhas et al. [36] present a method for 

incrementally HAR, which adaptively extracts PHOG features from the full body 

and three sub-regions based on a strategy of tracking that uses form and 

appearance.  

The methods, such as those cited above and part-based, use a joint 

representation of the image and a description vector of large size which turns out to 

be a disadvantage in practical systems. As a consequence, in this work a joint 
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(holistic + part-based) representation of image along with a description vector of 

small size are used.  

2.2  Real-Time HAR Methods 

As it was mentioned previously, the aim is to collaborate in the design of HAR 

solutions suitable for real-time scenarios "on the edge". For this reason, a review of 

the state of the art to those methods that reporting real-time operation with any 

timing evaluation on publicly available datasets will be given next. 

In this section, the real-time methods will be categorized in base to the image 

representation described above. The next methods use a holistic representation. 

 One of the first studies that report a real-time HAR method was presented by 

Bobick and Davis in [37]. This method uses moment-based features to represent the 

action. The features (7 Hu moments) are extracted from two types of images, motion-

energy image (MEI) and motion-history image (MHI) to form temporal templates 

and then, these templates are matched against stored models of known movements 

to recognize the action. Hernández et al. [38] use a visual tracking of subject based 

in bounding box (BB) and obtain features as height, width and position of BB for 

each frame. Then, evolution in time of these features feed a SVM classifier to 

recognize de action. Cheema et al. and Chaaraoui et al. in [39,40,41] use features 

based on the points of the silhouette contour. In [39,40] authors compute the 

Euclidean distance from each silhouette contour point to the silhouette centroid and 

then use these data to find the most characteristic poses (key poses). Subsequently, 

in [39] weights are assigned to the key poses and a weighted voting scheme is applied 

to recognize the action. Otherwise, in [40] temporal information is added by 

generating sequences of key poses, and finally Dynamic Time Warping (DTW) is 

used to classify sequences. A new feature based on silhouette contour and a radial 

scheme is used in [41], in this method Chaaraoui et al. divide the silhouette’s 

contour in S radial bins and all contour points are assigned to the corresponding 

radial bin, then a summary representation is obtained for each bin, after clustering 

is used to identify per-view key poses (bag of key poses), and finally the recognition 

is performed using DTW. Natarajan and Nevatia in [42] presents a top-down 
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approach to simultaneously track and recognize articulated full-body human motion 

using learned action models based on the Hierarchical Variable Transition Hidden 

Markov Model (HVT-HMM). This model is introduced in their work and consists of 

three layers that model composite actions, primitive actions and poses. On the other 

hand, the next real-time methods use a part-based representation. In [43] Guo a 

method based on “bags of words” (BOW) representation and the model probabilistic 

Latent Semantic Analysis (pLSA) is presented. Patches of interest are used to 

represent and describe action sequences. In [44], Meng et al. use the pixels of MHI 

images obtained from human action videos as feature vectors to train a SVM 

multiclass made up by six binary SVMs (one per class). Chakraborty et al. in [45] 

first represent the human body as a stick figure based on three lines (the two legs 

and the trunk) and extract features based on the angles between these lines and the 

vertical axis. Then, standard deviation of the angular features from each video 

sequence and the mean of these standard deviations are used to characterize the 

action. A method for action recognition based on a set of features obtained from some 

moments of frame differences (region of movement) is presented by Sadek in [46]. 

Features are related to tracking of the centroid (center of movement, intensity of 

movement and mean absolute deviation from the center of motion) and classification 

is performed using SVMs. Finally, the next real-time methods use a Holistic + part-

based representation. Kalhor et al. in [47] it describes a method for action 

recognition using a descriptor based on appearance and movement of the human 

silhouette with a classifier called Time Delay Input Radial Basis Function Network 

(TDIRBF). Movement describing features are based on the centroid and BB corners 

and shape describing features are based on radial histograms of 18 bins on a 2 x 2 

grid. Shape and movement features are used by Hernández et al. in [48]. They find 

the BB and divide the silhouette in horizontal regions of equal height, then compute 

some measures as variance, average, covariance etc. of the characteristic parameters 

of each region and finally these features are fed to a SVMs system to classify the 

action.  

In particular, the method presented in this work is similar to method in [48]. 

However, the proposed method differs to others in the following points: 
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 It represents the human silhouette as a set of three rectangular boxes 

 The rectangular boxes are of different height and width 

 It uses a hierarchical system of classifiers (a perceptron and three multi-

class SVMs) 

 It uses a combination of very computationally simple techniques at its 

different stages  

As a consequence, the method proposed in this work achieves better results in 

terms of speed and accuracy; even as speed is reported in [48] only for its “tracking 

stage”. 

Finally, Table 2.1 resumes relevant characteristics of HAR methods that 

reported real-time performance. In the first column, the reference of the method is 

provided. Second column gives the publication year. Third column shows the input 

type; images (I), silhouettes (S) and binary human contours (C). On the fourth 

column, the datasets used to assess each method are given. Fifth column succinctly 

gives the features used to recognize the action. Finally, columns six and seven 

indicate if a method reports a value for accuracy (%) and processing time (fps) 

respectively. 

2.3 Resolution Video in HAR methods 

The rapid evolution of video surveillance technology based on computer vision is 

consequence of the increasing demands for security and safety by society. 

Development started with the introduction of pixel surveillance camera, then 

megapixels camera, after HD (High Definition) and Full HD cameras and today 

UHD (Ultra High Definition) surveillance camera. 

The growing need for higher image resolution in video surveillance is a 

consequence of the need to improve the quality of footage. Higher video definition 

provides clearer images and crisper videos to identify and monitor actions of 

criminals readily and generate images that can be used as irrefutable evidence 

against criminals in a court law.  
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Table 2.1. Summary of HAR methods showing real-time performance. 

Method Year Input Datasets Features % fps 

[37] 2001 I Their own 
They compute 7 Hu moments of MHI and MEI 

images to build temporal templates 
 — 

[44] 2008 I 
KTH 

and their own 
They use the pixels of MHI images as features  — 

[42] 2008 S 
Weizmann, KTH 

and their own 

They use learned action models based on HVT-

HMM 
  

 [45] a 2009 C KTH 
They extract angular features of body parts 

using a skeleton technique 
  

[43] 2010 I 
Weizmann, KTH 

and their own 
They extracts patches of interest    

[39] 2011 S 
Weizmann and 

MuHAVi 

They compute euclidean distance from each 

silhouette contour point to the silhouette 

centroid to find key poses 

  

[38] 2011 I weizmann 
They use shape features of BB and their 

evolution in time 
  

[49] a 2012 I weizmann 

They use shape features and moments 

computed from images obtained by frame 

difference 

  

[47] 2014 S UIUC 

They use movement features based on the 

centroid and BB corners and shape features 

based on radial histograms 

  

[40] 2013 S 
Weizmann, IXMAS 

and MuHAVi 

They use features based in the silhouette 

contour to find key poses 
  

[41] 2014 S 

Weizmann, 

MuHAVi, and their 

own  

They propose features based on silhouette 

contour and a radial scheme 
  

[48] 2014 S 
Weizmann, KTH, 

IXMAS and UIUC 

They use measures as variance, average and 

covariance of different parameters taken from 

silhouette’s horizontal regions 

  

[50].a 2014 S 
Weizmann and 

KTH 

They use shape-based pose features extracted 

from the surrounding regions (negative space) 
  

a real-time for frame rate slower than 25 fps 
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With the ever increasing of image quality, video surveillance benefits by easing 

criminal actions detection; but on the other hand, higher quality image generates 

higher computational and communication load and hence the need to propose new 

and better solutions for High definition video analytics. This is one of the main 

objectives of this work. 

The research topic of Human Action Recognition (HAR) from streaming video 

has gathered a great number of publications. However, very few methods reported in 

those publications are applicable for real-time processing and a very smaller 

percentage of the HAR methods performed in real-time used HD videos. The great 

majority of the research is focused on obtaining high recognition rates without 

giving relevance to computational effort, speed and constant increase in image 

quality. Table 2.2 summarizes the real-time HAR methods and the resolution video 

on which was evaluated. 

 Table 2.2. Review of real-time HAR methods and the video resolution used. 

Method Year Input 
Resolution video 

Low Medium High 

Bobick and Davis [37] 2001 Grey scale images  — — 

Meng et al. [44] 2008 Grey scale images  — — 

Natarajan and Nevatia [42] 2008 silhouettes  — — 

Guo [43] 2010 Images  — — 

Cheema et al. [39] 2011 silhouettes   — 

Hernández et al. [38] 2011 images  — — 

Sadek et al. [49] a 2012 images  — — 

Kalhor et al. [47] 2014 silhouettes — —  

Chaaraoui et al. [40] 2013 silhouettes   — 

Chaaraoui  and Flores-Revuelta [41] 2014 silhouettes   — 

Hernández et al. [48] 2014 silhouettes    

Rahman et al. [50] a 2014 silhouettes  — — 

a real-time for frame rate slower than 25 fps. 

From the methods showed in Table 2.2, it is observed only two [47,48] have been 

tested on high resolution videos showing real-time performance. Drawn from this 

analysis and motivated to give new solutions with real-time performance for full HD 
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videos, a real-time HAR method that achieves a high Accuracy-Speed performance 

on videos up to 8K UHD is presented. 

2.4 Summary 

In this chapter, the most relevant works related to present investigation were 

presented. First, according to representation used to extract the features; previous 

methods were divided into two groups, those using a holistic representation and 

those using a part-based representation. The methods using a holistic representation 

take the whole ROI information to characterize the action while the methods using a 

part-based representation take rectangular image patches to obtain information to 

characterize human action. Then, a discussion about strengths and weaknesses of 

each representation let us introduce a third group of works which shows better 

attributes since use a mixed representation (holistic + part-based). Because the 

objective of this work contributes to design of HAR solutions suitable for real-time 

scenarios "on the edge", a review of the state of the art methods reported with real-

time operation giving any timing evaluation were presented and finally, a review of 

video resolution used by them was shown too.  

  



 

15 
 

Chapter 3 

3  Theory Fundamentals 

 

 

In this chapter relevant concepts that will be used in subsequent chapters are 

presented, this in order to make this document self-contained. This chapter is 

divided in three parts. The first part provides basic terminology and background 

information about Human Action Recognition. The second part gives a brief 

explanation about the object segmentation method used for this work, and finally 

the third part describes the classifiers used in the action classification stage.    

3.1 Human Action Recognition (HAR) 

Human action recognition (HAR) based on video sequences is a topic of great 

interest in computer vision research. The goal of HAR consist in automatically 

analyze and deduce the action or actions executed by one or more persons from a 

video or images scenes [51]. 

3.1.1  Motion Hierarchy 

Currently there are a great variety of hierarchies related to the categorization of 

the movement; terms like action and activity are used interchangeably by different 
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authors. In order to use an unified motion categorization in this work, the motion 

hierarchy proposed by Moeslum et al. [20] will be adopted. This motion hierarchy 

(Figure 3.1) has three levels and the complexity of each level is higher than the 

previous. 

An activity is the highest hierarchy element and it is a combination of its 

consecutive actions. An action is a conjunction of primitive actions and an action 

primitive is a movement of a human limb. For example, “javelin throw” is an activity 

which combines “running” “jumping” and “throwing ” actions, and “right-arm-up”, 

“right-arm-forward” are  actions primitives of “throwing” action. This work will focus 

on the recognition of human movements at level of “action”. 

 

Figure 3.1. Diagram of motion hierarchy. 

3.1.2 HAR Processing Stages 

In general, a human action recognition system at low-level can be represented by 

three main processing stages (Figure 3.2): object segmentation, feature extraction 

and representation, and action classification [24]. In the first stage, the target object 

is segmented from each frame in the video sequence. Then, characteristics of the 

segmented object such as shape, size, colors, poses and body motions are obtained 

and formally represented in form of extractable features. Finally, classification 

algorithms based on the extracted features are used to recognize different human 

actions. 

 

Figure 3.2. Main processing stages of HAR method. 
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3.2 HAR Evaluation 

In general, most of the studies in the HAR area evaluate and compare their 

methods performance based on the accuracy obtained on one or more datasets using 

some kind of Cross-Validation (CV). Therefore, this section describes the most used 

evaluation methodologies based in CV and the concept of confusion matrix. 

3.2.1  Cross-Validation (CV) 

Cross-Validation (CV) is a validation strategy model whose main attribute lies in 

the universality of the data splitting [52]. It only assumes that data used for 

evaluating the performance of the algorithm are uniformly distributed, and training 

and validation samples are independent. Figure 3.3 shows the hierarchy of some 

common types of CV. There are two main types of CV in the first level: exhaustive 

and non-exhaustive. Exhaustive strategies validate the model using all possible 

ways of partitioning the original dataset into training and validation sets, and non-

exhaustive strategies are considered an approximation of exhaustive methods 

because they use only some ways of partitioning the original dataset.  

 

Figure 3.3. Hierarchy of some common types of Cross-Validation. 

CV

exhaustive

LPO

LOOCV

LOAO LOSO

60%‐40%

non‐
exhaustive

VFCV



Chapter 3. Theory Fundamentals | 18 

 
 

In the second level, inside non-exhaustive methods V-fold cross-validation 

(VFCV) is found. VFCV partitions data in V folds of approximately equal size n/V 

where n is the total of data. Each fold is used once as testing set and the remaining 

V-1 folds as training set. This process is repeated V times and the results of all 

iterations are averaged to obtain the final result. 

At the same second level, but as exhaustive methods Leave-P-Out-Cross-

Validation (LPO) is found. LPO uses ݊௧ training samples; where ݊௧ ൌ ݊ െ  ݊ given ݌

as the total of data and ݌ the number of validation samples with  ݌	 ∈ ሼ1, … , ݊ െ 1ሽ. 

Each time a possible subset of ݌ data is successively “left out” of the sample and used 

for validation. This procedure is repeated ቀ௡௣ቁ times and the result is reported as the 

average of these runs. Thus, training is achieved using, basically, all samples, and at 

the same time independence between training and test sets is maintained. 

Inside LPO, two particular cases used in this work will be described. Leave one 

out cross validation (LOOCV) and 60%-40%. LOOCV is the most classical exhaustive 

CV procedure and it is a particular case of LPO with ݊௧ ൌ ݊ െ 1. Then, each data 

point is successively “left out” from the sample and used for validation while the 

remaining ݊ െ 1 points are used for training. This procedure is repeated  ݊ times and 

the partial results are averaged. 60%-40% is another particular case of LPO with 

݊௧ ൌ ݊ െ 0.4݊. It uses  0.6݊  samples for training and 0.4݊ for validation. The process 

is repeated ൫ ௡
଴.ସ௡൯ times and the experimental results are reported as the average of 

the partial outcomes.  

In the particular case of HAR literature two types of strategies are used, Leave-

One-Actor-Out cross-validation (LOAO) and Leave-One-Sequence-Out cross 

validation (LOSO) depending on which element; actor or sequence is selected to 

conduct experiments. 

When one actor is selected as the element to conduct experiments using LOOCV, 

this strategy is known as LOAO, which verifies actor-variance. For a dataset with ݇ 

different actors performing a set of actions, all action video sequences from one actor 

are used to test the algorithm, while the sequences of the remaining ݇ െ 1 actors are 

used for training. The process is repeated for ݇ times and the experimental results 

are reported as the average of the outcomes from those ݇ runs. 
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When one sequence is used as the element to conduct experiments using 

LOOCV, this strategy is known as LOSO. For a dataset with n action video 

sequences, the LOSO “left out” only the testing action sequence and the remaining 

n-1 are used for training.  

3.2.2  Confusion Matrix 

A confusion matrix ܯ௞	௫	௞ is a mathematical tool that allows us to visualize the 

results obtained by a classifier of ݇ classes with respect to some validation dataset 

[53]. One matrix dimension corresponds to the true class and the other dimension is 

the inferred class by the algorithm. The number of true classifications of each class 

is shown on matrix diagonal, off-diagonal elements appear when classifications 

errors happening. Table 3.1 shows an example of confusion matrix augmented by its 

row and column total for a standard two-class problem. Suppose N samples have 

been classified as either ܺ or തܺ (“not ܺ”). In truth, there are ܽ ൅ ܿ samples are ܺ and 

ܾ ൅ ݀ samples are തܺ; the algorithm “believes” that there are ܽ ൅ ܾ samples that are ܺ 

and ܿ ൅ ݀ samples  തܺ. Then, there are ܽ ൅ ݀ correct, and ܾ ൅ ܿ erroneous. 

Table 3.1. Confusion Matrix for standard two-class problem. 

 ܺ തܺ total 

ܺ a b a+b 

തܺ c d c+d 

total a+c b+d N 
  

Some of common values computed from a confusion matrix are showed in Table 3.2. 
 

Table 3.2. Evaluation measures obtained from confusion matrix. 

Measure Value 

Sensitivity a/(a+c) 

Specificity d/(b+d) 

Positive predictive value a/(a+b) 

Negative predictive value d/(c+d) 

Odds ratio (ad)/(cb) 

Correct classification rate (a+d)/N 
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From these values, Correct Classification Rate (CCR), also known as accuracy is 

the most used metric because it represents the overall efficiency for all classes.  

3.3 Object Segmentation 

Almost all HAR systems start with the object segmentation and therefore it is 

crucial to the subsequent stages. The object segmentation consists in separating the 

object of interest (person) from the rest of the image. Different object segmentation 

methods have been used in HAR area; for example background subtraction, 

statistical methods, temporal differencing, and optical flow. However, based on the 

datasets characteristics and the simplicity and efficiency of the background 

subtraction technic, it was used in this work.   

3.3.1  Background Subtraction 

Background subtraction methods (BS) are techniques to detect moving objects in 

videos from fixed cameras [54]. These techniques despite their differences are based 

on the assumption that the observed video sequence I is carried out using a fixed 

background B in front of which moving objects are observed and that the moving 

objects at time t have a color distribution different from the one observed in B. Then, 

the principle of BS methods is summarized in the next formula: 

 

߯௧ሺݏሻ ൌ ൜1 ݂݅ ݀൫ܫ௦,௧, ௦൯ܤ ൐ ߬
0 ,݁ݏ݅ݓݎ݄݁ݐ݋

 (3.1) 

 

Where ߯௧ is the motion label field at time t, d is a distance between ܫ௦,௧ the video 

frame at time t at pixel s and ܤ௦ the background at pixel s, and ߬ is a threshold. The 

difference between BS methods is how B is modeled and which distance metric d is 

used. This work use the most basic way to model the background. In this method, B 

is a grayscale image taken in absence of moving objects, d is the distance metric 

defined in equation (3.2) and foreground pixels are detected by Otsu thresholding 

method. 
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݀ ൌ หܫ௦,௧ െ  ௦,௧ห (3.2)ܤ

3.3.2  Otsu Thresholding Method 

The Otsu method [55] is a clustering-based thresholding method which is 

completely performed on the histogram of a frame, and it is optimum in the sense 

that it estimates a threshold ߬ that minimizes the variance within a cluster (intra-

class variance) and at the same time it maximizes the variance between the two 

clusters (inter-class variance).  

Consider ܮ  distinct intensity levels in a frame ሾ0, 1, … , ݅, … , ܮ െ 1ሿ, a histogram 

with entries ሾ݌଴, ,ଵ݌ … , ,௜݌ … , ߬ ௅ିଵሿ, and a threshold݌  to segment a frame into two 

regions; the silhouette or foreground (darker) consisting of pixels with intensity 

values in the range ሾ0, ߬ሿ and the background (brighter) consisting of pixels with 

values in the range ሾ߬ ൅ 1, ܮ െ 1ሿ. The inter-class variance ߪூ
ଶ  is a measure of the 

separability between classes (foreground and background) and it is defined as 

 

ூߪ
ଶ ൌ 	 ிܲ ሺ݉ி െ ݉ீሻଶ ൅ ஻ܲ ሺ݉஻ െ ݉ீሻଶ (3.3) 

 
where ݉ீ ൌ	∑ ௜݌	݅

௅ିଵ
௜ୀ଴  is the global mean of the entire frame, ிܲ ൌ 	∑ ௜݌

ఛ
௜ୀ଴  is the 

probability that a pixel is assigned to the foreground, ݉ி ൌ 	
ଵ

௉ಷ
	∑ ௜݌	݅

ఛ
௜ୀ଴  is the mean 

intensity value of pixels belonging to the foreground, and similarly ஻ܲ ൌ 	∑ ௜݌
௅ିଵ
௜ୀఛାଵ   

and ݉஻ ൌ 	
ଵ

௉ಳ
	∑ ௜݌	݅

௅ିଵ
௜ୀఛାଵ  are the probability and the mean intensity values of pixels 

on the background. 

In the Otsu method, a search for the threshold is performed as the value of ߬ is 

varied until ߪூ
ଶ is maximized. Once ߪூ

ଶ is obtained, the grayscale frame is binarized 

according to 

 

ܾሺݎ, ܿሻ ൌ ൜
1 ݂݅ ݂ሺݎ, ܿሻ ൐ ߬
0 ݂݅ ݂ሺݎ, ܿሻ ൑ ߬

 (3.4) 
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3.4 Classification 

As it was mentioned previously, the last stage in a HAR system is the action 

classification. In this stage, most of the methods assign an action label to each frame 

or sequence.  Some classification algorithms such as DTW, generative models and 

discriminative models have been used to recognize human actions. However, in this 

work a hierarchical system of classifiers has been proposed. This system uses two 

types of classifiers, perceptron and support vector machine. Hence, these two types 

of classifiers will be defined in the following sections.      

3.4.1  Perceptron 

The perceptron is the simplest form of a neural network used for the 

classification of patterns said to be linearly separable [56]. Its model is shown in 

Figure 3.4. It was made in analogy to a human nerve cell and consists of a set of 

inputs  ݔଵ, ,ଶݔ … ,  , a set of synapses, each of which is characterized by a weight	௠ݔ

,ଶݓ,ଵݓ … ,  ௠, an adder (G) for summing the input signals weighted by the respectiveݓ

synaptic strengths, an activation function ( ߮ሺ∙ሻ) for limiting the amplitude of the 

output, and an externally applied bias ܾ for increasing or lowering the net input of 

the activation function.   

 

Figure 3.4. Model of a basic perceptron. 

The perceptron behavior for the case of two linearly separable classes is shown in 

Figure 3.5, it is a map of the decision regions in the l-dimensional feature space 
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࢞	 ∈  ௟  where l=2.  The map is separated into two regions C1 and C2 by a linearࡾ	

hyper-plane, 

ሺ࢞ሻࢌ ൌ ࢀ࢝ ࢞ ൅ ࢈ ൌ ૙ (3.5) 

 
where ࢝ ൌ	 ሾݓଵ,  ଶሿ் is the synaptic weight vector and ܾ is the bias; and these areݓ

parameters to be learned in this model, called perceptron. The hyper-plane is a 

straight line on the two-dimensional space with the slope depending on coefficients 

  .ଶ, and with the bias ܾ controlling the y-interceptݓ ଵ andݓ

 

Figure 3.5. Region of decision for the case of two linearly separable classes.  

The optimal hyper-plane is learned from a training set of m observations 

ሼሺ	࢞௜, ݀௜ሻሽ௜ୀଵ
௠ coming from two linearly separable classes C1 and C2 where ݀௜ ൌ

1	∀	݂ሺ࢞࢏ሻ ൐ 0  , and ݀௜ ൌ െ1	∀	݂ሺ࢞࢏ሻ ൏ 0 . The perceptron converges by iterative 

adaptation of the weight vector ࢝  according to the following adaptation rule at 

iteration n [57], 

∆࢝ሺ݊ሻ ൌ ߟ ݁ሺ݊ሻ ࢞ሺ݊ሻ (3.6) 
 
where ߟ is the learning rate and eሺ݊ሻ ൌ ݀ሺ݊ሻ െ  ሺ݊ሻ is the error between the desiredݕ

perceptron response ݀ሺ݊ሻ and the actual perceptron response ݕሺ݊ሻ ൌ  ሾ݂ሺ࢞ሺ݊ሻሻሿ at݊݃ݏ

iteration ݊. At each step, ࢞ሺ݊ሻ and ݀ሺ݊ሻ are randomly chosen from the training set. 
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ଵݔଵݓ ൅ ଶݔଶݓ ൅ ܾ ൌ 0 
Decision Boundary 

Class C1 



Chapter 3. Theory Fundamentals | 24 

 
 

3.4.2  Support Vector Machine (SVM) 

A linear support vector machine (SVM) is a binary learning machine that builds 

an optimal linear hyperplane  from a training set in such a way that the margin of 

separation between feature vectors of two different classes is maximized [56]. Figure 

3.6 shows the optimal hyperplane obtained from a SVM for two classes.   

 

Figure 3.6. Optimal hyperplane for two linearly separable classes.  

Given the training sample  ࣮ ൌ ሼሺ	࢞௜, ݀௜ሻ	with	݀௜ ∈ ሼെ1,1ሽሽ௜ୀଵ
௠ 	 , it wants to find the 

optimal hyperplane ݂ሺ࢞ሻ ൌ 	்࢝	࢞ ൅ ܾ ൌ 0  that separates; the patterns with target 

output ݀௜ ൌ 1 from those with  ݀௜ ൌ െ1 . Then, once again the goal is to find optimum 

values of the parameters ࢝ and ܾ such that they satisfy the constraints  

 

min݃ݎܽ
࢝

1
2
‖࢝‖ଶ								ݐ݆ܾܿ݁ݑݏ ݋ݐ ݀௜ሺ்࢝ ࢞௜ ൅ ܾሻ ൒ 1 ݎ݋݂ ݅ ൌ 1,… ,݉ (3.7) 

 

This constrained optimization problem is called the primal problem. The primal 

problem can be stated equivalently by its dual representation form as follows: 

Given the training sample ࣮ ൌ ሼሺ	࢞௜, ݀௜ሻ	ሽ௜ୀଵ
௠ , it wants to find the Lagrange 

multipliers ሼߣ௜ሽ௜ୀଵ
௠  that satisfy  

 

Training samples 
 
Support vectors 
 
Margin of separation ߩ଴ 

 ଵݔ

 ଶݔ

 ሺ௦ሻ܆
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max݃ݎܽ
ࣅ

ቌ෍ߣ௜

௠

௜ୀଵ

െ
1
2
෍෍ߣ௜ߣ௝݀௜ ௝݀࢞௜் ௝࢞

௠

௝ୀଵ

௠

௜ୀଵ

ቍ ݐ݆ܾܿ݁ݑݏ ݋ݐ ෍ߣ௜݀௜

௠

௜ୀଵ

ൌ ௜ߣ	݀݊ܽ	0 ൒ 0  

 

(3.8) 

 
Once ߣ௜ are computed according (3.8), it has the optimum Lagrange multipliers 

 ଴,௜  and the optimal linear hyper-plane is obtained through optimum weight vectorߣ

  

࢝૙ ൌ ෍ߣ଴,௜݀௜࢞௜

ேೄ

௜ୀଵ

 (3.9) 

 

where ௌܰ is the number of support vectors. Therefore, the weight vector ࢝૙ is a 

linear combination of the set of support vectors which are the feature vectors 

associated to non-zero Lagrange multipliers  ߣ଴,௜. The optimum  bias ܾ଴is computed 

as an average value of all conditions ߣ଴,௜ሾ݀௜݂ሺ࢞࢏ሻ െ 1ሿ ൌ 0; ݅ ൌ 1,… ,݉. 

3.4.2.1  SVM for Non-Separable Patterns 

As it was mentioned above, the goal of a SVM is to build an optimal hyperplane 

able to completely divide a set of input patterns in two different classes. However, a 

total separation of the patterns is not always possible, as shown in Figure 3.7, where 

a pattern is positioned on the wrong side of the decision surface. 

 

Figure 3.7. Example of non-separable patterns.  

 ଵݔ

 ଶݔ
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In order to allow the classification of non-separable patterns with some 

misclassification, the SVM model incorporates a C parameter that controls the 

tradeoff between complexity of the machine and the number of non-separable points.  

The optimization problem becomes 

 

min݃ݎܽ
ࢿ,࢝

൥
1
2
‖࢝‖ଶ ൅ ௜ߦ෍ܥ

௠

௜ୀଵ

൩ ݐ݆ܾܿ݁ݑݏ ݋ݐ ݀௜ሺ்࢝ ࢞௜ ൅ ଴ሻݓ ൒ 1 െ ௜ߦ ௜ߦ	݀݊ܽ ൐ 0; ݅

ൌ 1, … ,݉. 

(3.10) 

 
where ߦ௜ are known as slack variables and they measure the deviation of a data 

point from the ideal condition of pattern distinguishability. 

3.4.2.2  Multi-Class SVM Classifier 

The SVM classifier can be extended to a multiclass problem with a set of output 

states ݕ  ൌ ሼ1,2, . . . , ሽܯ  using the set of discriminant functions ௬݂ሺ࢞ሻ ݕ , ∈ ݕ   and 

classification rule  

݈ܾ݈ܽ݁ ൌ max݃ݎܽ ௬݂ሺ࢞ሻ , ݕ  (3.11) ݕ ∋

 
There are two main ways to design the multiclass SVM classifier based in 

equation (3.11). The decomposition based methods and the multiclass SVM 

formulation solved in a single optimization.  

Between decomposition based methods, One-Against-All and One-Against-One 

methods are found. In the One-Against-All decomposition, the multi-class classifier 

is posed as a set of M discriminant functions  ሼ ௜݂ሺ࢞ሻ ൌ 0ሽ௜ୀଵ
ெ  where a hyper-plane is 

learned to separate class ∁௜  from the rest of the classes; and ௜݂ሺ࢞ሻ  is used as a 

discriminant function which satisfies ௜݂ሺ࢞ሻ ൐ ௝݂ሺ࢞ሻ	∀	݅	 ് ݆	ܽ݊݀	࢞	 ∈ ∁௜. Given a feature 

vector ࢞, a label is assigned according to 

 

݈ܾ݈ܽ݁ ൌ max௜ୀሼଵ,…,ெሽ݃ݎܽ ௜݂ሺ࢞ሻ. (3.12) 

 
In the One-Against-One implementation, the goal is to train a multi-class SVM 

based on the majority voting rule. Given M different classes ሼܥ௜ሽ௜ୀଵ
ெ , the classification 
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problem is posed as learning a set binary discriminant functions ሼ ௜݂ሺ࢞ሻ ൌ 0ሽ௜ୀଵ

ಾሺಾషభሻ
మ  

where ெሺெିଵሻ
ଶ

 is number of combinations of two different classes ൛ܥ௜, ݅	|	௝ܥ ൌ 1,… ܯ, െ

1; ݆ ൌ ݅ ൅ 1,…  ࢞ ൟ, and a hyper-plane is learned to classify an input feature vectorܯ,

into two corresponding classes ܥ௜  and ܥ௝ . Let ࢜  be the vector with entry ݒ௜ 

corresponding to the total number of votes when ࢞ is classified into class ܥ௜, then the 

multi-class SVM assigns a label to ࢞ according to 

 

݈ܾ݈ܽ݁ ൌ max௜ୀሼଵ,…,ெሽ݃ݎܽ  ௜. (3.13)ݒ

 
Some shortcomings of previous multi-class methods are the generation of the 

training set for each individual SVM classifiers and that there are unclassified 

training samples. 

In the multiclass SVM formulation solved in a single optimization, the multi-

class Bias SVM (BSVM) classifier is found. It does not require the generation of 

several training sets or the learning of multiple binary SVM classifiers [58]. Given a 

set of m training observations ሼሺ	࢞௜, ݀௜ሻሽ௜ୀଵ
௠  with class index ݀௜ ∈ 	 ሼ1, … ሽܯ, , the 

parameters for the multi-class BSVM are solved according to the following 

minimization problem 

 

ሼࢃ, ,࢈ ሽࣈ ൌ argminࣈ,࢈,ࢃ
ଵ

ଶ
ሾ‖ࢃ‖ி

ଶ ൅ ଶ‖࢈‖
ଶ ൅ ி‖ࣈ‖ܥ

ଶሿ   ݐ݆ܾܿ݁ݑݏ	݋ݐ 
 

	࢝ௗ೔
் ࢞௜ ൅ ܾ௜ െ ൫ ௝࢝

்࢞௜ ൅ ௝ܾ൯ ൒ 1 െ ௗ೔ߦ
௝ , ௗ೔ߦ

௝ ൐ 0, ݆ ് ݀௜. 
(3.14) 

 
 

where ‖ࢃ‖ி is the Frobenius norm of matrix	ࢃ ,ࢃ ൌ	 ሾ࢝ଵ,࢝ଶ	, … ,࢝ெሿ is a matrix 

with M columns and each of these column vectors corresponds to the weight vector 

࢝௜ for classifier ௜݂ሺ࢞ሻ, ࢈ ൌ 	 ሾܾଵ, ܾଶ, … , ܾெሿ் is the vector with entry ܾ௜ corresponding to 

the bias for classifier ௜݂ሺ࢞ሻ, and ࣈ is a matrix of slack variables with each column 

vector ࣈ௜ corresponding to class ∁௜. 
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3.5 Summary 

This chapter presented the fundamental theory that supports the proposed HAR 

method in this dissertation. First, relevant theory related to human action 

recognition is mentioned. The chapter starts describing the concept of human action 

recognition. Then, the categorization of motion used in this work; activity, action 

and action primitive is established. Next, the main stages of the HAR process; object 

segmentation, feature extraction and action classification are presented. Afterward, 

the HAR evaluation process based in CV and confusion matrix is described. 

Subsequently, object segmentation technique based in BS and Otsu thresholding is 

presented. Finally, the two types of classifiers used in classification stage are 

exposed.  

 



 

29 
 

Chapter 4 

4 Proposed HAR Method 

 

 

The human action recognition based on video sequence has become of great 

interest in research, security agencies, and industry. This is mainly due to the 

relevance of its potential applications. However, for HAR methods to be truly useful 

in most of these applications, it is essential they show real-time performance and in 

some applications such as video surveillance they require fewer hardware resources 

in order to be implemented at the edge. These attributes are difficult to achieve for 

most of the proposed methods because the features that they use are highly 

elaborated, abundant in number, and complex to obtain. Therefore, this chapter 

presents a HAR method that incorporates the natural domain knowledge of the 

problem to action recognition in order to provide a solution with significantly 

reduced features. In section 4.1 a general description of method is given. The 

evolution of method is described in section 4.2, and sections 4.3 to 4.7 detail each one 

of the method stages.  

4.1 Overview of the Method 

The workflow of the proposed HAR method is shown in Figure 4.1. The process 

consists of two stages: (a) training and (b) testing.  The training stage receives as 
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input a set of video sequences of different actions; then generates a set of feature 

vectors and their corresponding action labels; which will be used in the learning 

process to configure a system of classifiers. The testing stage takes as input an 

action video sequence, obtains its feature vector and assigns an appropriate action 

label to the input.  In the testing stage, most of the sub-processes are the same as 

those in the training stage (preprocessing, BB tracking, BB representation, features 

extraction and feature vector) except the Classifier Model; it is re-used to predict the 

class of the input video.  The sub-processes common to training and testing stages 

are described next. During the preprocessing sub-process, binary silhouettes are 

obtained from full action videos using simple segmentations technics and then these 

silhouette sequences are divided in sub-sequences of ݊ frames, known as snippets. 

Next, for each snippet frame, a tracker locates the smallest rectangle that 

encapsulates the human silhouette called Bounding Box (BB). Once the BB is 

defined, the human silhouette is represented using this BB rectangle, and two 

smaller rectangles KB and FB (Knee Box and Feet Box), contained within the 

original BB. Later, two types of features are extracted, local features and global 

features. Local features describe the morphology of a silhouette and are computed for 

each frame; and global features describe how movement unfolds and are computed 

for each snippet. Finally, global features are concatenated into a single feature 

vector.  

 

Figure 4.1. The workflow of the proposed HAR method. 
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4.2 Method Evolution 

The HAR method described in section 4.1 was initially designed to recognize a  

set of 4 actions {wave1, jack, walk, and run} using 4 features (Method 1) and later, it 

was complemented to recognize a set of 10 actions {wave1, wave2, bend, pjump, jack, 

walk, run, side, skip, and jump} by using 6 features (Method 2). Both methods have 

the same framework (Figure 4.1). However, they differ slightly in the three sub-

processes showed in detail in Figure 4.2: 1) BB representation, 2) Features 

extraction and 3) classifier model. Regarding the BB representation sub-process, the 

method 1 uses two (BB and KB) of the three rectangular boxes required by the 

method 2 to model human body. In the case of features extraction sub-process, the 

method 1 extracts four of the six local features required by the method 2. Three 

extracted from BB (width, centroid abscissa, upper edge coordinate) and one from 

KB (width), and five of the seven global features. Four extracted from BB (maximum 

width, range width, maximum horizontal displacement and maximum scrolling) and 

one from KB (maximum width). Finally, with respect to the classifier model, the 

method 1 uses three of four classifiers required by the method 2 (one perceptron and 

two SVMs), but SVMs are binary classifiers in this case. It shows the proposed 

method in this work is flexible and with slight modifications can be adapted to 

recognize a greater number of actions. 

 

Figure 4.2. Sub-processes characteristic of the HAR method based on four features. 
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The differences between the two methods mentioned above are consequence of an 

analysis based in general aspects of movements involved in the set of actions and the 

selected features to recognize the action. Then, although the number of features 

depends on the set of actions, it does not increase linearly with the number of 

actions because one or more actions can share features, that is, they can be 

distinguished using the same features or a subset of them. Therefore, effectiveness 

of the method depends mainly of the previous analysis performed on the set of 

actions to recognize. The following sections describe in detail each sub-process of the 

HAR method based in 6 features (Method 2). 

4.3 Pre-processing 

The aim of the preprocessing stage is to obtain binary snippets to feed the BB 

tracking. This stage consists of two main steps: a) Silhouette extraction and b) 

Generation of snippets sequences. 

4.3.1 Silhouette Extraction 

In this step, binary silhouettes are gotten using simple segmentation technics for 

each frame of all video streams belonging to each action dataset. For the three 

datasets which are the focus of attention of the research (Weizmann dataset, UIUC 

dataset and i3Dpost dataset) silhouettes are obtained by using the background 

subtraction technique and the Otsu thresholding method (both described in section 

3.3). In the case of the evaluation datasets used in this work, the background does 

not have significant variations and then these simple technics can be used. 

The pseudocode for silhouette extraction is provided in Listing Algorithm 1 and 

examples of silhouettes extracted for Weizmann, UIUC, and i3DPost datasets are 

shown in Figure 4.3. to Figure 4.5. 
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Algorithm 1: Silhouette extraction 

 
 
 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

input : Action video sequence 
output : binary silhouette 
 
Begin 
Given a video of k frames 
	݃ܤ              ←  ݈݁ܽܿݏݕܽݎ݃	݊݅	݁݃ܽ݉݅	݀݊ݑ݋ݎ݃݇ܿܽܤ
            for frame = 1 to k 
ݎܨ                     ←  ݈݁ܽܿݏݕܽݎ݃	݊݅	݁݃ܽ݉݅	݁݉ܽݎ݂
݃ܤ_ݏݑ݊݅݉_ݎܨ               ← ሺݎܨ െ  (݃ܤ
݄ݐ                     ←  ሻ݃ܤ_ݏݑ݊݅݉_ݎܨሺ	݂݋	݈݀݋݄ݏ݁ݎ݄ݐ	ݑݏݐܱ
݁ݐݐ݁ݑ݋݄݈݅ݏ	ݕݎܾܽ݊݅                     ←  ሻ݄ݐ	݄ݐ݅ݓ	݃ܤ_ݏݑ݊݅݉_ݎܨሺ	݈݀݋݄ݏ݁ݎ݄ݐ
            end 
	ݐݑ݌ݐݑ݋      ← ݕݎܾܽ݊݅  ݁ݐݐ݁ݑ݋݄݈݅ݏ
End 

 

Figure 4.3. Examples of silhouettes extracted from the Weizmann dataset. 

 

 

 

Figure 4.4. Examples of silhouettes extracted from UIUC dataset. 
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Figure 4.5. Examples of silhouettes obtained for i3DPost dataset. 

4.3.2 Generation of Snippet Sequences 

The sequences of binary masks resulting from “silhouette extraction” step are 

automatically divided into smaller sequences called snippets. Then, the proposed 

approach operates on sub-sequences instead of entire video sequences. Although 

several methods have used snippets [59,27,29,36], there is still not a current 

standard for the length of the snippet that should be used to reliably perform action 

recognition. While studies have revealed good results with very short snippets of 

lengths from 1 to 7 frames [29,36], in this work the snippet size is selected so that it 

includes at least one cycle of the action to be recognized  because analyze few frames 

from the entire action cycle, specifically to recognize activities which are very similar 

(like “run” and “skip”), leaves out information essential for discrimination. Based on 

this argument, the snippet length is set to ݊, where ݊ should include at least one 

cycle of the longest action cycle to be recognized. Therefore, the length of the longest 

cycle is measured for each dataset, resulting in a length of 30 frames for a 

Weizmann snippet and 40 frames for snippets belonging to UIUC and i3DPost 

datasets.  

For the particular case of the i3Dpost dataset, that uses points of view, one 

additional pre-processing step is necessary. In this step a transformation of the 

video signal to maintain a fixed distance from the camera to the place where the 

action takes place is performed since the method proposed in this work is intended 

for scenarios where the actions are carried out in a plane parallel to the plane of the 

camera. 
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4.4 Bounding Box Tracking 

The main objective of this sub-process is to track the object of interest (human 

silhouette) frame by frame in a simple and fast way. An estimate of the Bounding 

Box search area, symbolized as ߯, is performed, thus decreasing the tracker’s space 

of search. The estimation of ߯ is performed under the assumption that the human 

silhouette on each frame should be located in a neighboring region with regard to 

the region where it was located on a previous frame. Scanning of ߯ is done from the 

outside inwards, starting at all 4 edges enclosing the BB search area and ending at 

all 4 edges surrounding the human silhouette (BB edges). 

To locate the top and bottom edges of the BB, scanning is done by row; and for 

the left and right edges of the BB, the sweep is done by column. An overview is 

showed in Figure 4.6 and the algorithm outline is resumed in Listing Algorithm 2. 

The algorithm consists of three sequential steps, first BB extraction, BB search 

area estimation and 2nd to last BB extraction. In frame 1, the tracker performs a 

search for the silhouette inside the initial BB search area	߯ଵ  which is the whole 

initial frame and thus obtaining the first Bounding Box ܤܤଵ. In subsequent frames 

(݊	 ൒ ݂ > 1), an estimated BB search area	߯௙෦ is defined to reduce the tracker space of 

search. To get	߯௙෦, the four edges of the BB on the previous frame ܤܤ௙ିଵ are extended 

in ߱ pixels obtaining a new extended BB search area. Parameter ߱ is configurable 

and represents the maximum displacement in pixels of the BB between two 

consecutive frames. 

Finally, at the 2nd to last BB extraction stage, once the estimated BB search area 

߯௙෦ was obtained, the tracker scans within this area to get the BB on the current 

frame ܤܤ௙. 
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Figure 4.6. Outline of the BB tracker. 

 

 

Algorithm 2: Bounding Box Tracking 

 Input : Snippet of n frames 

Output: Bounding Box of each frame 

1. First BB extraction 

At the outset (frame 1), the tracker scans the entire image (initial BB search 

area	߯ଵ= size of frame) and gets the smallest BB (ܤܤଵ) enclosing the human 

silhouette. 

2. BB search area estimation  

On the remaining frames (2 to ݊), the new BB search area estimated ߯௙෦ is 

gotten by extending the dimensions of the BB on the previous frame ܤܤ௙ିଵ in ߱ 

pixels around,	߯௙෦ ൌ ௙ିଵܤܤ ൅ ߱. 

3. 2nd to last BB extraction 

The tracker scans  ߯௙෦  and gets the actual BB (ܤܤ௙ ) enclosing the human 

silhouette. 

 

 

First BB extraction BB search area estimation 2nd to last BB extraction 

૑ 

૑ 

 

 
૑		                ૑ 
 
 

BB search
area
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The ߱  parameter is computed for the fastest analyzed action using equation 

(4.1). 

 

߱ ൌ ඌሺ݈݁ܽ݀݁ݏ݌	݁݉݅ݐሻ ∗ ൬
݃ݒܣ ݀݁݁݌ݏ ݂݋
ݐݏ݁ݐݏ݂ܽ ݊݋݅ݐܿܽ

൰ ∗ ൬
1

݅݉ܽ݃݁ ݊݋݅ݐݑ݈݋ݏ݁ݎ
൰ඈ (4.1) 

 
Table 4.1 show the values of the parameters used in the computation of		߱. The 

fastest action for three datasets is “run”, and the average value of human running 

speed used is 100݉/181ܿ݁ݏ. In the case of the Weizmann dataset the elapsed time is 

 ,and considering this data ,݈݁ݔ݅݌	ݎ݁݌	ݏݎ݁ݐ݁݉	is 0.03	݊݋݅ݐݑ݈݋ݏ݁ݎ	݁݃ܽ݉݅	and the ܿ݁ݏ	1/25

the result is ߱ ൌ ݏ݈݁ݔ݅݌	7 . For i3DPost dataset ݁݉݅ݐ	݀݁ݏ݌݈ܽ݁ ൌ ܿ݁ݏ	1/25 , 

݊݋݅ݐݑ݈݋ݏ݁ݎ	݁݃ܽ݉݅ ൌ 	݈݁ݔ݅݌	ݎ݁݌	ݏݎ݁ݐ݁݉	0.004  and the computed parameter ߱ ൌ

ݏ݈݁ݔ݅݌	60 . Finally, for UIUC dataset, the value ߱ ൌ ݏ݈݁ݔ݅݌	30 was obtained 

experimentally because the frame rate of dataset videos is not provided by the 

authors. 

Table 4.1. Values of the parameters involved in computation of ߱. 

 
߱ 

(pixels) 

݀݁ݏ݌݈ܽ݁  ݁݉݅ݐ

(sec) 

݃ݒܣ ݀݁݁݌ݏ ݄݁ݐ݂݋  

ݐݏ݁ݐݏ݂ܽ ݊݋݅ݐܿܽ ሺ݉/ܿ݁ݏሻ  

 ݊݋݅ݐݑ݈݋ݏ݁ݎ	݁݃ܽ݉݅

ሺ݉/݈݁ݔ݅݌ሻ 

Weizmann 7 1/25 5.5 0.03 

UIUC a 30 – – – 

i3DPost 60 1/25 5.5 0.004 

            a Parameter obtained experimentally. 
 

4.5 Bounding Box Representation 

One of the most important elements in the HAR system presented in this work is 

“the human body representation”. This is because the proposed human model 

allowed us to select a feature set to represent action which is clear, reduced, and 

easy to compute. Thus, with this representation, the main objective is reduce the 

complex human form into a less detailed one that still retain enough information to 
                                                 
1 Currently the Olympic record is fixed at 100m/9.63s then it considers an average person should be set to a 

half of that value. 
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distinguish the selected actions set. Therefore, based on the analysis of the human 

body movement involved in each of the actions to recognize, it observed that only 

three rectangular boxes are enough to model the human figure; Bounding Box (BB), 

Knee Box (KB) and Feet Box (FB). An example of this representation for action "jack" 

is shown in Figure 4.7. The first box (solid line) includes the full body (100% of the 

silhouette), the second box (dashed line) includes knees, legs and feet (30% of the 

lower part of the BB) and finally the third box (dotted line) includes feet (8% of the 

lowest part of the BB). The percentages for Knee Box and Feet Box were selected 

according to standard geometrical proportions of human body [60].  

 

Figure 4.7. Model of human body based in three boxes: BB, KB and FB. 

4.6 Features Extraction 

Human action recognition in this work is performed using a set of features 

together with a hierarchical classifier system. Therefore, the features extraction 

stage is an important step in the proposed method. The features are based on 

domain knowledge and they are obtained following these three steps: 

 

1. Analysis. General aspects of the movements involved in the process of 

each one of the human actions are observed and understood 

2. Selection. What it need- or don’t need to characterize each one of the 

actions is to identify both of their similarities and differences with 

other actions 

Bounding Box 
(BB 100%) 

Knee Box (KB 30%) 

Feet Box (FB 8%) 
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3. Formalization. The information obtained from the two previous steps is 

used together with previous standard knowledge; for example, 

geometrical proportions and physical limitations of the human body to 

generate a set of formal features 

Examples of geometrical proportions and physical limitations used in this work are 

shown in Figure 4.8. 

 
 

a The length of the hand is one-tenth of the height of a man 

b The length from elbow to the tip of the hand is equal to a quarter of the human height 

c the distance from the elbow to the armpit is one-eighth of the height of a man 

d The shoulders width is equal to a quarter of the human height 

e The length of the outspread arms is equal to human height 

f The length from the foot to the end of knee is equal to a quarter of the human height 

Figure 4.8. Standard geometrical proportions of human body2. 

Some examples of domain knowledge are listed below 

 The BB width growth in wave1 is lower than wave2 (Figure 4.9 rows 5 to 6) 

 The BB width growth in wave2 and jack is similar, but the KB width is 

different (Figure 4.9 rows 4 and 5) 

                                                 
2 Source :https://www.vectorstock.com/royalty-free-vector/vitruvian-man-vector-94736 
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 For the Run action both feet lose ground contact at some instant of time 

(Figure 4.9 row 3 columns 4 and 9) 

 Walk action keeps at least one foot in ground contact at all times (Figure 4.9 

row 2) 

 For skip action both feet never touch the ground at the same time (Figure 4.9 

row 1) 

    

    

    

    

    

       

Figure 4.9. Examples of domain knowledge for person Lena of Weizmann dataset. 
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Based on the above analysis, it was determined that with a set of simple features 

extracted from three boxes and observing their evolution in time are enough to 

represent quantitatively the action. Then, two types of features were extracted: a) 

Local features that describe the morphology of the human body; and b) Global 

features that describe how movement unfolds.  

4.6.1 Local Features 

Six local features are extracted for each frame, three for BB (width, centroid 

abscissa coordinate and upper edge coordinate), two for KB (width and diagonal 

slope), and one for FB (number of feet planted on ground). The six local features are 

computed using rectangular coordinates. The four edge coordinates for BB are: left 

,coordinates ݇௟௙௧ ;(௕௧௠ݕ) and bottom (௧௢௣ݕ) top ,(௥௚௧ݔ) right ,(௟௙௧ݔ) ݇௥௚௧, ݇௧௢௣,  ௕௧௠ defineݕ

KB; and ௟݂௙௧, ௥݂௚௧, ௧݂௢௣, ௕௧௠ݕ  define FB. The six local features are computed using 

equations (4.2) to (4.7). 

 
Bounding Box 

Width:  

௪௜ௗ௧௛ܤܤ ൌ หݔ௥௚௧ െ  ௟௙௧ห (4.2)ݔ

Centroid abscissa:  

௫೎ܤܤ ൌ ௟௙௧ݔ ൅ ቚ
௥௚௧ݔ െ ௟௙௧ݔ

2
ቚ (4.3) 

Upper edge coordinate:  

௧௢௣ܤܤ ൌ  ௧௢௣ (4.4)ݕ

 
Knee Box 

Width:   

௪௜ௗ௧௛ܤܭ ൌ ห ݇௥௚௧ െ ݇௟௙௧ห (4.5) 
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Diagonal slope:  

௦௟௢௣௘ܤܭ ൌ ቤ
௕௧௠ݕ െ ݇௧௢௣
݇௥௚௧ െ ݇௟௙௧

ቤ (4.6) 

 
Feet Box 

 

Number of feet on the ground:  

 (4.7) ݐ݂݁݁

 
The pseudocode implementation of the local features extraction stage is provided in 

listing Algorithm 3, 

 

Algorithm 3 : Local Features Extraction 

 
 
 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

input : Snippet of n Frames 
output : Local Feature Vector ܮி ሾ ݁݉ܽݎ݂ 1 ݋ݐ ݊, ݁ݎݑݐ݂ܽ݁ 1 ݋ݐ 6ሿ 
 
Begin 
         for frame = 1 to n 
  if frame = 1 
   Find Bounding Box by scanning entire image 
  else 
   Get current Bounding Box from previous Bounding Box 
  end 
   find limits for Knee Box and Foot Box 
   compute local features using equations (4.2) to (4.7) 
ሿ	݁݉ܽݎ݂	ሾ	ிܮ    ←  6	݋ݐ	1	ݏ݁ݎݑݐܽ݁ܨ	݈ܽܿ݋ܮ	
        end 
End 

 

4.6.2 Global Features 

This work uses 7 global features that are representative of one snippet. Four of 

them are extracted from BB (maximum width, range width, maximum horizontal 

displacement and maximum vertical scrolling), two from KB (maximum width and 

maximum diagonal slope) and one from FB (maximum number of feet touching the 

ground). The seven global features (ܩி ) are computed per snippet through an 
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analysis performed on all the ݊ frames. Considering that ݅	is the frame index and 

that one snippet contains ݊ frames, global features are computed according to: 

 

Bounding Box 

Maximum width:  

ிଵܩ ൌ ݔܽ݉
௜ ఢ ሼଵ,..,௡ሽ

ሺܤܤ௪௜ௗ௧௛ሾ݅ሿሻ (4.8) 

Maximum horizontal shift:  

ிଶܩ ൌ ݁݃݊ܽݎ
௜ ఢ ሼଵ,..,௡ሽ

൫ܤܤ௫೎ሾ݅ሿ൯ (4.9) 

Range width:  

ிଷܩ ൌ ݁݃݊ܽݎ
௜ ఢ ሼଵ,..,௡ሽ

ሺܤܤ௪௜ௗ௧௛ሾ݅ሿሻ (4.10) 

Maximum vertical shift:  

ிସܩ ൌ ݁݃݊ܽݎ
௜ ఢ ሼଵ,..,௡ሽ

൫ܤܤ௧௢௣ሾ݅ሿ൯ (4.11) 

 

Knee Box 

Maximum width of lower region:   

ிହܩ ൌ ݔܽ݉
௜ ఢ ሼଵ,..,௡ሽ

ሺܤܭ௪௜ௗ௧௛ሾ݅ሿሻ (4.12) 

Maximum diagonal slope of lower region:  

ி଺ܩ ൌ ݔܽ݉
௜ ఢ ሼଵ,..,௡ሽ

൫ܤܭ௦௟௢௣௘ሾ݅ሿ൯ (4.13) 

Feet Box 

Maximum number of feet planted on the ground:  

ி଻ܩ ൌ ݔܽ݉
௜ ఢ ሼଵ,..,௡ሽ

ሺܤܨ௡௨௠ሾ݅ሿሻ (4.14) 
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Finally the computed global features are concatenated to get a single column 

feature vector per snippet  

 

࢜ ൌ ሾܩிଵ, ,ிଶܩ ,ிଷܩ ,ிସܩ ,ிହܩ	 ,ி଺ܩ   ி଻ሿ்ܩ

 

The pseudocode implementation of the Global Features extraction stage is 

provided in listing Algorithm 4. 

 

Algorithm 4 : Global Feature Extraction 

 
 
 

1 
2 
3 
4 
5 
6 

input : Local Feature Vector ܮி ሾ ݁݉ܽݎ݂ 1 ݋ݐ ݊, ݁ݎݑݐ݂ܽ݁ 1  6ሿ	݋ݐ
output : Global Feature Vector ܩி ሾ ݁ݎݑݐ݂ܽ݁ 1 ݋ݐ 7ሿ 
 
Begin 
     for feature index = 1 to 7 
      compute Global Features using ܮி vector and equations (4.8) to (4.14) 
ሿ	ݔ݁݀݊݅	݁ݎݑݐ݂ܽ݁	ሾ	ிܩ       ←  ݏ݁ݎݑݐܽ݁ܨ	݈ܾܽ݋݈ܩ	
     end 
End 

 

4.7 Classifier 

Features extraction is followed by a classification stage which captures the 

hierarchical nature of the set of human actions and model this set as a top-down 

hierarchy with classes inside classes (Figure 4.10). At each node there is a classifier 

with features as input data and action labels as outputs. There are three levels of 

classification with the top of the tree (root) placed at the first level. The number of 

levels in the path to classify a feature vector varies depending on leaf nodes located 

at the second and third levels of classification. Then, an action is classified after two 

or three levels of the hierarchy. One advantage of the model “classes inside classes” 

is that since few features are required by each classifier, these features can be 

plotted so that it is possible to visualize the fact that a linear hyperplane correctly 

separates classes. It was the reason for choosing classifiers that build linear hyper-

planes (perceptron and SVMs).  
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Figure 4.10. Hierarchical system of classifiers for the proposed method. 

4.7.1 Architecture  

The hierarchical system of classifiers consists of a structure of three levels of 

classification as it is shown in Figure 4.10 and Figure 4.11. At the highest level of 

the hierarchy there is one perceptron L1 (level 1) whose purposes are (1) to 

discriminate between the set of actions carried out at the same place ߙ ൌ ሼ1݁ݒܽݓ,

,2݁ݒܽݓ ܾ݁݊݀, ,݌݉ݑ݆݌ ݆ܽܿ݇ሽ and the set of actions where a displacement takes place 

ߚ	 ൌ ሼ݈݇ܽݓ, ,݁݀݅ݏ ,݊ݑݎ ,݌݅݇ݏ  ሽ and (2) to enable/disable the outputs of two support݌݉ݑ݆

vector machine classifiers (SVM L2a or SVM L2b) at the second level of the 

hierarchical system of classifiers. At the second level of decision in the hierarchy, 

there are two SVMs, L2a and L2b. The aim of SVM L2a (Level 2a) is to separate set 

ଵߙ into five unit sub-sets ߙ ൌ ሼ1݁ݒܽݓሽ, ߙଶ ൌ ሼ2݁ݒܽݓሽ, ߙଷ ൌ ሼܾ݁݊݀ሽ, ߙସ ൌ ሼ݌݉ݑ݆݌ሽ, and 

ହߙ ൌ ሼ݆ܽܿ݇ሽ. The tasks of SVM L2b (Level 2b) are (1) to separate set ߚ into three sub-

sets ߚଵ ൌ ሼ݈݇ܽݓሽ, ߚହ ൌ ሼ݆݌݉ݑሽ, and ߚଶ,ଷ,ସ ൌ ሼ݊ݑݎ, ,݁݀݅ݏ  ሽ and (2) to enable/disable݌݅݇ݏ

the output of classifier SVM L3 at the third level of classification. Finally, at the 

lowest level of the hierarchy, the classifier SVM L3 (level 3) is found whose aim is to 

separate set ߚଶ,ଷ,ସ	into three unit sub-sets ߚଶ ൌ ሼ݊ݑݎሽ ߚଷ ൌ ሼ݁݀݅ݏሽ  and ߚସ ൌ ሼ݌݅݇ݏሽ. 

wave 1, wave 2, 
bend, pjump, jack 

walk, run, side, 
skip, jump 

Perceptron
L1

SVM 
L2a 

bend wave 1 wave 2 pjump jack
SVM 
L3 

SVM
L2b 

walk jump

run 

 
side  skip 
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Figure 4.11. Top-down hierarchy of classification.  

4.7.2 Training  

The hierarchical system of classifiers consists of two types of classifiers: A binary 

classifier consisting of a single neuron (Perceptron L1) and three multi-class 

classifiers using linear kernels (SVM L2a, SVM L2b and SVM L3). The perceptron 

implementation used in this work is based in the Rosenblatt model [57], and the 

implementation of the three SVMs is based in the multiclass BSVM formulation 

described in [58]. Each classifier is independently training using a supervised 

learning model. The learning model uses a set of ݉ training samples obtained from 

each dataset, where each sample is a pair ሼሺ࢞௜, ݀௜ሻሽ௜ୀଵ
௠  consisting of a feature vector 

(࢞௜), with 2 to 4 entries, which is a sub-set of the set of seven global features and a 

desired output value (action label ݀௜ ). Only two global features comprising the 

feature vector feed the perceptron L1, ሾܩிଶ,  ிଷሿ்; SVM L2a uses the vector of globalܩ

features ሾܩிଵ, ,ிଷܩ ,ிସܩ ,ிଷܩிହሿ்; SVM L2b uses feature vector ሾܩ ,ிସܩ  ிହሿ்; and SVMܩ

L3 uses two global features ሾܩி଺,  .ி଻ሿ்ܩ

4.7.3 Testing 

In the testing stage, the hierarchical system of classifiers is used to assign an 

action label to an input snippet using partial outputs from each classifier. The 

hardware architecture of this system of classifiers is shown in Figure 4.12. Each 

multi-class SVM delivers its response through an output bus (vector). The SVM 

output bus feeds a multiplier which allows or prevents this bus to contribute in the 

ସߙ				ଷߙ			ଶߙ			ଵߙ ହߙ ଵߚ   ହߚ					ଶ,ଷ,ସߚ

ଶߚ  ସߚ						ଷߚ

 ߚ ߙ
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final action-labeling output vector. Also, a multiplier delivers its response through 

an output bus (vector) where each single bus line (vector entry) feeds a unit-step 

activation function. All activation function outputs are concatenated into an action-

labeling output vector with 10 entries. There is one entry per action label and during 

classification one single label (entry) is activated. In Figure 4.12, it is shown that 

perceptron L1 generates output line ݕ଴ which is used to enable/disable the output 

buses of classifiers SVMs L2b and L3 which are mutually exclusive. The inverted 

perceptron output ݕ଴തതത enables SVM L2a output bus ݕଵ  which distinguishes among 

actions “wave1”, “wave2”, “bend”, “pjump” and “jack”. The output line ݕ଴  enables 

SVM L2b output bus ݕଶ which is used to discriminate among actions “walk”, “jump” 

and to activate/deactivate classifier SVM L3. SVM L3 output bus ݕଷ discriminates 

among actions “run”, “skip”, and “side”. Outputs ݕଵ,  ଷݕ 2ሻ and	ݕݎݐଶሺ݁݊ݕ ,1ሻ	ݕݎݐଶሺ݁݊ݕ

are concatenated into a single 10-entry output vector (with an activation entry per 

action) to assign an unique action label to an input snippet. 

 

 

Figure 4.12. Procedure of action-labeling. 
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4.8 Summary 

In this chapter, the proposed HAR method was presented. It consists of two 

phases, training and testing. In the first, feature vectors extracted from all video 

sequences used to train the method are used in the supervised learning process to 

configure a system of classifiers. In the testing stage, an unknown action video 

sequence is analyzed to obtain its feature vector and assigns an appropriate action 

label. Training and testing phases are very similar and then the most of the sub-

processes used by both are the same, for example preprocessing, BB tracking, BB 

representation, features extraction and feature vector. In the preprocessing sub-

process, binary silhouettes are obtained from full action videos using BS and Otsu 

thresholding method and then this silhouette sequences are divided in sub-

sequences of ݊ frames, known as snippets. Next, for each snippet frame, a tracker 

locates the smallest rectangle that encapsulates the human silhouette called 

Bounding Box (BB). Once the BB is defined, the human silhouette is represented 

using this BB rectangle, and two smaller rectangles KB and FB (Knee Box and Feet 

Box), contained within the original BB. Later, two types of features are extracted, 

local features and global features. Local features describe the morphology of a 

silhouette and are computed for each frame; and global features describe how 

movement unfolds and are computed for each snippet. Finally, global features are 

concatenated into a single feature vector. The last sub-process is the Classifier 

Model, training and testing phases differ in this because it is built in training phase 

and re-used in testing phase to predict the class of the unknown input video. The 

classifier model is a hierarchical system of classifiers which uses linear hyperplanes 

to separate the classes.    
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Chapter 5 

5 Experiments and Results 

 

 

The HAR method proposed in this work was evaluated on three publicly 

available datasets, Weizmann, UIUC and i3Dpost. It was implemented on two 

different development platforms, Matlab and Visual C++. In the first case, Matlab 

13b of 64 bits was used and for second case Microsoft Visual C++ 2010 Express of 32 

bits with the OpenCV library [61] was used.  

This chapter is organized as follows. Section 5.1 provides a brief summary of the 

three dataset used in the evaluation. Experimental setup is described in section 5.2. 

Experiments and results of the Matlab implementation are presented in sections 5.3 

and 5.4. The impact of pre-processing and BB tracking stages on method perform is 

measured in sections 5.5 and 5.6, respectively. In section 5.7, experiments and 

results of the C++ implementation are presented. The complexity analysis is given in 

section 5.8. Section 5.9 presents a multi-resolution evaluation and finally a 

summary concludes the chapter. 

5.1 Datasets 

Using publicly available datasets for evaluating the proposed method has two 

main objectives: 1) To facilitate comparison of the method with others and 2) give an 
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idea of the qualities of the same. Based on the review work provided by Chaquet et 

al. [62] , which makes a complete description of the most important datasets publicly 

available used in human action recognition, three datasets were selected to evaluate 

the proposed method. The purpose in selecting these datasets is to use common 

actions with significant distinct video resolution: Weizmann dataset 3 [59] at 180 x 

144, UIUC dataset 4 [63] at 1024 x 768, and i3Dpost 5 [64] at 1920 x 1080. 

5.1.1 Weizmann Dataset 

This dataset consists of 90 low resolution video sequences (180 x 144, 25 frames 

per second) showing nine different persons with each person performing 10 different 

actions such as "run," "walk," "skip," "jumping-jack" (or “jack”), "jump-forward-on-

two-legs" (or "jump"), "jump-in-place-on-two-legs" (or "pjump"), "gallopsideways" (or 

"side"), "wave-two-hands" (or "wave2"), "wave-one-hand" (or "wave1") and "bend". 

Some frames examples from different action sequences are shown in Figure 5.1.  

     

     

Figure 5.1. Examples of frames extracted from Weizmann dataset. 

5.1.2 University of Illinois at Urbana-Champaign (UIUC) 

Dataset 

This dataset consists of 532 high resolution video sequences (1024 x 768) 

showing eight different persons with each person performing 14 different actions. 

However, experiments were conducted on the common subset of actions {"run," 
                                                 
3 Available at http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html , (Accessed: 8 March 2014). 
4 Available at http://vision.cs.uiuc.edu/projects/activity/ , (Accessed: 9 September 2014).   
5 Available at http://kahlan.eps.surrey.ac.uk/i3dpost_action/ ,(Accessed: 3 November 2014). 
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"walk," "jumping-jack" (or “jack”), "wave-one-hand" (or "wave1")}, which correspond 

to the actions for which the algorithm was designed. Some examples of frames from 

the UIUC database are shown in Figure 5.2.  

    

    

Figure 5.2. Examples of frames extracted from UIUC dataset. 

5.1.3 i3DPost Multi-View Dataset 

This dataset is a multi-view human action/interaction database and consists of 

832 Full-HD resolution single-view video sequences (1920 x 1080, 25 frames per 

second) showing eight different persons (2 females and 6 males) with each person 

performing 12 different human motions (six actions and six interactions). The 

subjects have different sex, nationality, and significant differences in body sizes, and 

clothing. Experiments in this work were conducted on the subset of six actions 

{"run," "walk," "jump", "wave1", “bend” and “pjump”} corresponding to the ones in 

the Weizmann dataset, using two points of view which correspond to the actions for 

which the algorithm was designed. Some examples of video frames are shown in 

Figure 5.3. 

    

    

Figure 5.3. Examples of frames extracted from i3DPost dataset. 



Chapter 5. Experiments and Results | 52 

 
 

5.2 Experimental Setup 

Before describe in detail the different experiments carried out to measure the 

proposed method performance, experimental setup is presented. The method was 

evaluated in accuracy and speed using pre-segmented snippets of size 180x144x30 

for Weizmann dataset, 1024x768x40 for UIUC dataset and 1920x1080x40 for 

i3Dpost dataset. 

This work uses two standard protocols widely used in HAR literature; Leave-

One-Out Cross-Validation (LOOCV) and 60%-40% to measure accuracy. Both 

protocols are particular cases for leave-p-out-cross-validation protocol and they were 

described in chapter 3. 

Timing evaluation of the proposed method was measured on a notebook with 

Windows 7, an Intel iCore 7- 3610QM microprocessor at 2.3 Hz, 6GB RAM, a SATA-

300 hard drive, and DTR 300Mbps using pre-segmented snippets carried out. The 

evaluation was divided in two parts. First, the average run time per snippet was 

measured, and based on this; the average run time per frame was computed.  

Average run time per snippet was obtained by adding partial execution time for 

each stage of the proposed method. The average run time for a n-frame snippet was 

computed with equation (5.1) 

 

௦௡௜௣௣௘௧	௣௘௥݁݉݅ݐ	݊ݑݎ	݃ݒܣ ൌ 1௦௧ܤܤ௧௜௠௘ ൅ ܤܤ 2௡ௗ݋ݐ ௧௜௠௘ݐݏ݈ܽ ൅ ݊ ∗ ௧௜௠௘ܨܮ ൅  ௧௜௠௘ (5.1)ܨܩ

 

Where 1௦௧	ܤܤ௧௜௠௘	is the average run time to extract the BB from the first snippet 

frame, ܤܤ	2௡ௗ݋ݐ	ݐݏ݈ܽ௧௜௠௘ is the average run time to obtain the BB for the remaining ݊	– 

1 snippet frames, ܨܮ௧௜௠௘  is the average run time for BB representation and local 

feature extraction, and 	ܨܩ௧௜௠௘ is the average run time for global feature extraction. 

Average run time per frame was computed with equation (5.2), where 

 ௦௡௜௣௣௘௧  is the average run time per snippet obtained with equation (5.1) and	௣௘௥݁݉݅ݐ	݃ݒܽ

n is the number of frames in the snippet. 

 

௣௘௥݁݉݅ݐ	݃ݒܽ ௙௥௔௠௘ ൌ
݃ݒܽ ௣௘௥݁݉݅ݐ ௦௡௜௣௣௘௧

݊
 (5.2) 
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5.3 HAR Method Based in Four Features 

In this section, the evaluation process for HAR method described in section 4.2 is 

presented. Four actions ሼ1݁ݒܽݓ, ݆ܽܿ݇, ሽ݊ݑݎ	݀݊ܽ	݈݇ܽݓ  and two different datasets, 

Weizmann and UIUC were used in the evaluation process. 

Sub-sections 5.3.1 and 5.3.2 show the results of experiments used to measure the 

Accuracy and Speed of the method implemented in Matlab and sub-section 5.3.3 

provides a comparison of these results with results obtained from other state-of-the-

art methods.  

5.3.1 Accuracy Evaluation 

Method accuracy was assessed using two different technics, LOAO cross 

validation and 60%-40%. The classification results using both technics on Weizmann 

dataset were organized in the confusion matrices of size 4x4 showed in Figure 5.4.  

It can be seen that the CCR obtained for LOAO protocol is 100% and that for the 

case of Protocol (60% - 40%) the CCR obtained is 99.5%. It is observed that for the 

case of 60% - 40% protocol the highest confusion is located in action “jack”. This is 

due to some snippets of jack action that are located at the class boundary. 

 

  

Figure 5.4. Confusion matrix obtained for the Weizmann dataset using the LOAO 

Protocol (left) and Protocol 60% ─ 40% (right). 

 

Confusion matrices, obtained for UIUC dataset using LOAO protocol and 

protocol 60% - 40%, are shown in Figure 5.5. The obtained CCR is 100% for the case 

of the LOAO Protocol and 99.35% when Protocol 60% - 40% was used. All actions 
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were correctly classified, except for the case of action wave1 since this action is 

characterized by being executed in three different ways: 1) standard (hand over the 

head), 2) hand at shoulder level and outside the trunk, and 3) hand at shoulder level 

within the trunk; and the feature extraction stage is designed to just characterize 

the standard execution of action wave1; thus the confusion of the other two 

instances. 

  

Figure 5.5. Confusion matrix obtained for the UIUC dataset using the LOAO 

Protocol (left) and Protocol 60% ─ 40% (right). 

5.3.2 Speed Evaluation 

The timing performance for the proposed method was obtained by measuring the 

average run time per snippet using equation (5.1). Results of the time contribution of 

each method stage to the average global run time, for both datasets, are shown in 

Table 5.1. 

Table 5.1. Results of average run time evaluation per snippet. 

Average run time Weizmann UIUC 

ms % ms % 

1௦௧ܤܤ௧௜௠௘ 5.50 13.24 15.8 20.74 

 ௧௜௠௘ 29*0.13 9.07 39*1.18 60.42ݐݏ݈ܽ	݋ݐ2௡ௗ	ܤܤ

 ௧௜௠௘ 1.68 4.04 4.28 5.62ܨܮ

 ௧௜௠௘ 30.65 73.65 10.07 13.22ܨܩ

Total 41.55 100 76.17 100 
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According to Table 5.1, it is observed that the average run time to get the first 

BB (1௦௧ܤܤ௧௜௠௘), for the two tested databases (Weizmann, UIUC) is more than 13 

times the average run time to get the BB on any of the remaining frames 	

 and the stage that contributes less to the overall processing time (௧௜௠௘ݐݏ݈ܽ	݋ݐ2௡ௗ	ܤܤ)

per snippet is the local features extraction (ܨܮ௧௜௠௘). 

Some characteristics of HAR method applied to the Weizmann database are a 

processing rate of 722 fps and processing run time of 1.385 ms per frame with 

180x144 = 25920 pixels per frame. Characteristics for the case of the UIUC database 

are a processing rate of 526.31 fps, and processing run time of 1.90 ms per frame 

with 1024x768 = 786432 pixels per frame. Then the number of pixels per frame in 

UIUC is more than 30 times of a Weizmann frame while the average processing time 

is 1.37 times that of a Weizmann frame. Thus, this clearly reflects the approach 

simplicity when the video resolution grows. 

5.3.3 Comparison with other Methods 

Table 5.2 and Table 5.3 present a comparison of the results of the proposed 

method versus those obtained from other state of the art methods. All methods were 

validated using the same protocol (LOOCV) and datasets (Weizmann and UIUC). 

According to Table 5.2, the CCR of the proposed method on Weizmann dataset is 

superior to that in [36], and comparable to methods reported in [63], [32], [34], and 

[65]. However, previous methods show some drawbacks if they are compared with 

the proposed method. First, the other methods requires between 27 and 170 times 

more features than the proposed method. Second, these methods use operations of 

higher complexity (powers, exponentials, trigonometric functions, square root among 

other) in comparison with those operations used by the proposed method (addition, 

subtraction, multiplication, divisions) and third, the processing rate obtained with 

the proposed method far exceeds that obtained by the other methods. 
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Table 5.2. Comparison of the proposed method with other methods for Weizmann 

dataset. 

Methods Year Features Accuracy 
(%) 

FPS 

Minhas et al. [36] 2012 400 99.9 5 

Lin et al. [65] 2009 512 100 — 

Wang et al. [34] 2013 680 100 — 

Ikizler et al. [32] 2009 108 100 0.92 

Du Tran et al. [63] 2008 216 100 — 

Proposed method 2015 4 100 722 

 
Results for the UIUC dataset reported in Table 5.3, show that the proposed 

method obtain better accuracy and processing speed with far fewer features (54 

times less features) in comparison to the other method.  

Table 5.3. Comparison of the proposed method with other methods for UIUC 

dataset. 

Methods Year Features Accuracy  
(%) 

FPS 

Du Tran et al. [63] 2008 216 98.70 — 

Proposed method 2015 4 100 526.31 

5.4 HAR Method Based in Six Features 

In this section, the evaluation of HAR method described in section 4.1 is 

presented. Ten actions ሼ1݁ݒܽݓ, ,2݁ݒܽݓ ܾ݁݊݀, ,݌݉ݑ݆݌ ݆ܽܿ݇, ,݈݇ܽݓ ,݊ݑݎ ,݁݀݅ݏ ,݌݅݇ݏ  ሽ݌݉ݑ݆

and two different datasets, Weizmann and UIUC were used to evaluate the Accuracy 

and Speed of the proposed method on Matlab platform. 

5.4.1 Accuracy Evaluation 

The proposed method was evaluated using two standard protocols, LOAO and 

60%-40%. Confusion matrices, obtained for the Weizmann dataset using both 

protocols, are shown in Figure 5.6. It can be seen that the obtained accuracy for 
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LOAO Protocol is 99.95% and 98.38% for the case of 60%-40%. It is observed that for 

both protocols the highest confusion is located in actions “wave1” and “wave2”. 

   

Figure 5.6. Confusion matrix obtained for the Weizmann dataset using the LOAO 

Protocol (left) and Protocol 60%-40% (right). 

             

Figure 5.7. Confusion matrix obtained for the UIUC dataset using the LOAO 

Protocol (left) and Protocol 60%-40% (right). 

Confusion matrices, obtained for UIUC dataset using LOAO Protocol and 

Protocol 60%-40%, are shown in Figure 5.7. The obtained accuracy is 100% for the 

case of the LOAO Protocol and 99.35% when Protocol 60%-40% is used. The subset of 

UIUC actions that is used for training and testing is {wave1, jack, walk, run} since 

this subset is common to both databases, Weizmann and UIUC. All actions were 

correctly classified, except for the case of action wave1 since this action is 

characterized by being executed in three different ways: (1) standard (hand over the 

head), (2) hand at shoulder level and outside the trunk, and (3) hand at shoulder 

level within the trunk; and the feature extraction stage is designed to just 

characterize the standard execution of action wave1; thus the confusion of the other 

two instances. 
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5.4.2 Speed Evaluation 

The average run time per snippet was obtained using equation (5.1). Results of 

the time contribution of each stage of the proposed HAR method to the average run 

time by snippet for Weizmann and UIUC dataset are shown in Table 5.4 and Figure 

5.8. 

Table 5.4. Results of time evaluation per snippet for Weizmann and UIUC datasets. 

Average run time 
Weizmann  

(ms) 
UIUC 
(ms) 

1௦௧ܤܤ௧௜௠௘ 5.4 14.4 

ܤܤ 2௡ௗ݋ݐ  ௧௜௠௘ 29*0.4 39*1.2ݐݏ݈ܽ

 ௧௜௠௘ 30*4 40*4.5ܨܮ

 ௧௜௠௘ 7.1 11.3ܨܩ

Total 144.1 252.5 

 

According to Table 5.4, it is observed that the average run time to get the first 

BB is more than 12 times the average run time to get the BB on any of the 

remaining frames for both datasets. 

Figure 5.8 shows local features (LF) stage is the most contributes to the average 

run time per snippet of the proposed HAR method and global features (GF) stage is 

the least contributes. Some characteristics of HAR applied to both datasets are a 

processing run time per frame of 4.8ms for Weizmann and 6.31ms for UIUC; a 

processing rate of 208.1 fps with 144x180 = 25,920 pixels for Weizmann and 158.4 

fps for UIUC, with 1024x768 = 786,432 pixels per frame. Then, the number of pixels 

per frame for UIUC is 30 times that of a Weizmann frame while the average 

processing time is 1.31 times that of a Weizmann frame. Thus, this clearly reflects 

the simplicity of the proposed method when the video resolution grows. 
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Figure 5.8. Percentage contributions of each stage to the average run time per 

snippet of the proposed HAR method for Weizmann and UIUC datasets. 

5.4.3 Comparison with other Methods 

Table 5.5 presents a comparison of the results of the proposed method versus 

those obtained from other state of the art methods evaluated on Weizmann dataset. 

All methods were validated using the same protocol. In terms of accuracy, the 

proposed method is superior to those presented in [59,36,35,31,43,29] and 

comparable to methods reported in [32,34,65]. However, for the case of the later 

methods, the proposed method is directly comparable only to methods reported in 

[34,65] because of the fact that the method reported in [32] discriminates only 

among nine of ten actions included in Weizmann dataset. The method in [32] does 

not include the “skip” action which is reported as the action that introduces the 

majority of errors in methods that use the complete set of 10 actions 

[59,34,35,31,43]. The methods, reported in [34,65], show some drawbacks if they are 

compared with the proposed method. First, the method requires a feature vector size 

between 85 and 113 times less than that from current comparable approaches in the 

state of the art literature. Second, these methods use operations of higher 

complexity (powers, exponentials, trigonometric functions, square root among other) 

in comparison with those operations used by the proposed method (addition, 
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subtraction, multiplication, divisions) and third, the processing rate obtained with 

the proposed method outperform that obtained by other methods. 

 

Table 5.5. Comparison of the proposed method with other methods for Weizmann 

dataset. 

Methods Year Features Actions Accuracy 
(%) FPS 

Bregonzio et al. [35] 2009 50 10 96.66 — 

Gorelick et al. [59] 2007 ሺ݉ ∗ ݊ሻ ∗ 7 6 10 97.54 1.6 

Marín et al. [31]a 2012 1024 10 98.10 1.94 

Guo et al. [43] 2009 ሺ݉ ∗ ݊ሻ ∗ 13 10 98.68 8.3 

Schindler et al. [29] 2008 1000 9 99.60 — 

Minhas et al. [36] 2012 400 9 99.9 5 

Lin et al. [65] 2009 512 10 100 — 

Wang et al. [34] 2013 680 10 100 — 

Ikizler et al. [32] 2009 108 9 100 0.92 

Proposed method 2015 6 10 99.95 208.1 

a The computation time of BB is not included. 

 

5.5 Importance of Pre-processing Stage 

Some methods using silhouettes as input require high quality silhouettes images 

to achieve high performance because they use features based on the pixels that 

make up the silhouette or its edge. Then, some methods use additional techniques, 

such as morphological operations, filtering, or more sophisticated techniques in 

order to improve the silhouette quality. This chapter shows that in spite of poor 

quality of some silhouettes used to test the proposed method, achieves a high 

performance because the features are based on the bounding boxes corners and not 

on pixels inside silhouette.  

                                                 
6 where m*n is the corresponding number of pixels in the human silhouette 
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The silhouettes, obtained through the Otsu method, are not always perfectly 

segmented from the background because of many factors; such as illumination 

variations, camera-person distance, similarities between clothing color and 

background color, and noise, thereby resulting in some low quality silhouettes. In 

order to give an idea of number and type of silhouettes used in the evaluation 

process all extracted silhouettes were analyzed and separated in two classes, normal 

and abnormal. Some examples of abnormal silhouettes for three datasets are 

displayed in Figure 5.9. Problems found in abnormal silhouettes are: (1) silhouettes 

mixed with shadows, (2) silhouettes with holes introduced by similarities between 

clothing color and background color, (3) silhouettes with disconnected body parts, (4) 

silhouettes with incomplete contours and (5) big-sized silhouettes scaled by 

decreasing the distance between camera and person. Percentage of occurrence 

obtained for normal and abnormal silhouettes for each dataset are showed in the bar 

graph of Figure 5.10, and percentage of occurrence for each type of abnormal 

silhouettes are showed in Table 5.6. 

   
 

        

            

            

            

      
 

    
 

            

Figure 5.9. Examples of abnormal silhouettes extracted for three datasets, 

Weizmann (Rows 1-2), UIUC (rows 3-4) and i3DPost (rows 5-6). 
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Figure 5.10. Percentages of normal and abnormal silhouettes. 

Table 5.6. Percentage of occurrence for each type of abnormal silhouettes. 

 Weizmann 
(%) 

UIUC 
(%) 

I3DPost 
(%) 

Shadows 2 3.2 19.9 

Holes 26 3.5 4.5 

Disconnected parts 6 25.5 4.8 

Incomplete contours 1 19.5 1.4 

Big-sizes 1 0.8 1.2 

Total 36 52.5 31.8 

 

To evaluate how the quality of extracted silhouettes impact to the overall 

performance of the proposed method on Weizmann dataset, normal extracted 

silhouettes (64% of silhouettes) are used for training whereas abnormal extracted 

silhouettes (36%) are used just for testing. The obtained accuracy is 99.64% and the 

corresponding confusion matrix is shown in Figure 5.11. At snippet level the set of 

all normal frames becomes 40% of all snippets, and the set of snippets with 

abnormal silhouettes amounts to 60%, leading to the use of only 40% of all snippets 

for training and 60% for testing. The 3.6% of misclassified actions (as shown in the 

second row and first column of the confusion matrix) correspond to 7 snippets of 

action wave2 executed by person Shahar; where action wave2 is classified as action 

wave1. This misclassification takes place since the number of snippets for training 

(40%) is considerably smaller than the number of snippets for testing (60%) where 
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the last ones are characterized by features which are not used to learn the hyper-

plane of the SVM classifier that separates the two action classes, wave1 and wave2. 

Instead, the classifier is tested with these features which are located very close to 

the learnt hyper-plane as it can be observed in Figure 5.12. 

 

Figure 5.11. Confusion matrix obtained for Protocol 40% - 60% with normal 

silhouettes (40% of all snippets) used for training and abnormal silhouettes (60% of 

all snippets) used for testing. 

 

 

Figure 5.12. Decision maps with critical snippet feature vectors corresponding to 

misclassified actions. 
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In conclusion, in spite of the poor quality of some silhouettes, the proposed 

approach achieves a high performance because of the fact that features are obtained 

from the four corners of the BB enclosing the silhouette and not on pixels inside the 

silhouette. Moreover, features are computed as body proportions. Therefore, feature 

extraction is not affected by noisy silhouettes as long as they maintain their correct 

proportion between width and height. 

5.6 Importance of Bounding Box Tracking  

The core method, proposed in this work, is simple enough, and it relies on some 

stages, such as the BB tracking step. In this section, an analysis of how the tracking 

errors affect the performance of the proposed HAR method is carried out.  

As it was explained in section 4.4, the proper operation of the tracking algorithm 

depends on parameter ߱ since this parameter is used to define the region where the 

tracker search and locates the BB (BB search area) for frames 2 to n. Then, incorrect 

values of this parameter introduce errors when parts of the human silhouette lie 

outside the BB search area such as in the cases of “hands out”, as they are shown in 

the left and middle parts of Figure 5.13 and “feet out” as they are shown in the right 

part of Figure 5.13. These errors happen typically in actions which have fast 

displacement such as “jack” and “run”. 

Weizmann Dataset 

   

UIUC Dataset 

   

I3DPost Dataset 

   

Figure 5.13. Examples of errors in BB tracking introduced by incorrect ߱ values 

such as “hands out” (left part and middle part) and “feet out” in (right part). 
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An analysis of how the parameter ߱ affects the method accuracy was performed 

on Matlab using gradual variations of േቀఠబ

ଷ
ቁ respect to ߱଴, where ߱଴ is the original 

value obtained in section 4.4  for each dataset, 7 pixels for Weizmann dataset, 30 

pixels for UIUC dataset and 60 pixels for i3Dpost dataset. Results of accuracy 

evaluation using LOAO for the three datasets are showed in Table 5.7. According to 

this table, the accuracy for Weizmann dataset was kept unchanged for ߱ ൌ 9 pixels 

but the accuracy for ߱ ൌ 5  descended 0.64% respect to obtained for ߱ ൌ 7 . The 

confusion matrix obtained is showed in left part of Figure 5.14. For the cases of the 

UIUC and i3Dpost datasets the results showed that the accuracy is maintained 

unchanged respect to ߱଴  for ߱ ൌ ߱଴ േ
ఠబ

ଷ
  despite the fact that the BB tracking 

already presents errors as those shown in Figure 5.13.  

Because of the fact that the reduction in accuracy was not perceived on two 

datasets, experiments decreasing the ߱ value were conducted on UIUC dataset until 

observe a change in the accuracy. This change was reached until ߱ ൌ 17 pixels which 

represents a decrease of 43.4% respect of ߱଴ value. The method accuracy obtained 

was 98.75% and the confusion matrix is shown in the right side of  Figure 5.14.  

 

 

Weizmann at w=5 UIUC at w=17 

Figure 5.14. Confusion matrix using the LOOCV protocol with errors introduced by 

the BB tracking.  

Therefore, in order to perceive a decrease of only 1.2% in the method accuracy, it 

was necessary to decrease the ߱ value at 43.4%. 
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These results suggest that the proposed HAR method is robust to tracking errors 

because computation of the proposed feature set is based on human body 

proportions. 

For timing analysis of how the parameter ߱  affects the performance of the 

proposed method, the average BB search area and the average run time for scan this 

area ( ௧௜௠௘ݐݏ݈ܽ	݋ݐ	2௡ௗܤܤ ) per frame were computed on Matlab using gradual 

variations of േቀఠబ

ଷ
ቁ respect to ߱଴. Results for three datasets are shown in Table 5.7. 

According to this table, it observe that when ߱଴  value increment or decrement 

28.5%, BB search area changes less than a 34% and run time for one BB 2nd to last 

change a 5% for Weizmann dataset. When 	߱଴ value increment or decrement 33.3%, 

BB search area changes less than a 39%, and run time for one BB 2nd to last change 

less than 14% for UIUC. Finally, when ߱଴ value increment or decrement 33.3%, BB 

search area changes less than a 38%, and run time for one BB 2nd to last change less 

than 18% for i3DPost. Thus, although the increase in value of ߱  causes a 

considerable increase in the BB search area, the run time for one BB 2nd to last 

increases only a fraction of the ߱ percentage and BB search area increase.  

Table 5.7. Results of analysis for different ߱ values at the BB tracking for 

Weizmann, UIUC and i3DPost datasets.  

 Weizmann UIUC i3DPost 

߱ value (pixels) 5 7 9 20 30 40 40 60 80 

Accuracy (%) 99.31 99.95 99.95 100 100 100 99 99 99 

 ܽ݁ݎܽ	݄ܿݎܽ݁ݏ	ܤܤ
(pixels) 1012 1472 1965 21140 32910 45480 93432 144948 199664 

 ௧௜௠௘ݐݏ݈ܽ	݋ݐ	2ܤܤ
(ms) 29*0.38 29*0.4 29*0.42 39*1.05 39*1.2 39*1.36 39*3.2 39*3.9 39*4.5 

5.7 Multi-Dataset Evaluation on C++ 

This section uses three different datasets to assess the Accuracy-Speed 

performance of the proposed method, Weizmann, UIUC and i3DPost. The purpose in 

selecting these datasets is to use common actions, different body sizes, different 
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clothing, and significant distinct video resolution: Weizmann dataset 180x144, UIUC 

dataset 1024x768, and i3DPost dataset 1920x1080.  

The method was implemented and evaluated on C++ platform. The evaluation 

process is organized in three sub-sections. Section 5.7.1 includes experiments and 

results of accuracy evaluation. Section 5.7.2 obtains algorithm timing evaluation on 

C++ platform and compares this with the evaluation obtained on Matlab platform, 

and finally section 5.7.3 provides a comparison between results obtained with the 

proposed method and other state-of-the-art methods.  

5.7.1 Accuracy 

In order to visualize and measure the method accuracy; experiments using 

LOAO protocol were carried out for each dataset. Confusion matrices obtained from 

these experiments are showed in Figure 5.15. These data show the accuracy based 

on the LOAO protocol is 99.95% for the whole Weizmann dataset, 100% for UIUC 

dataset, and 99% for i3DPost dataset.  

 

a) 

 

b) 

 

c) 

Figure 5.15. Confusion matrix obtained for a) Weizmann, b) UIUC and c) i3DPost 

datasets using LOAO. 

Confusion Matrix obtained from Weizmann dataset show, the biggest confusion 

takes place in “wave 1” action. It happened because, some snippets of Denis actor 

include features at the limit of the class that defines “wave 1”, and the SVM wrongly 
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classifies them when these critical snippets are not part of the training set for the 

LOAO case. In the case of UIUC dataset, the maximum accuracy was obtained 

(CCR=100%). Finally, for the case of i3DPost, the worst confusion takes place at 

“run”. This is due to the fact that some actors do “fast walk” instead of “running”. 

Therefore, extracted features, from “fast walk” action, are confused with those of 

“run” action. 

5.7.2 Speed 

In this section, the algorithm time performance is computed for each dataset 

without applying additional optimizations in hardware or software. First, the 

average run time per snippet is measured and, then, based on this, the average run 

time per frame is obtained.  

Average run time per snippet was computed with equation (5.1). Run time 

results for each algorithm stage per dataset are shown in Table 5.8 for both 

implementations (Matlab y C++). According to Table 5.8, which compares speed in a 

Matlab implementation with that in a C++ implementation, it observe a speedup 

from 7.9 to 82.1 times per snippet on C++. Regarding the ratio of average run time, 

to extract the first BB, compared with that required for subsequent BB extraction 

for Weizmann, UIUC, and i3DPost datasets is: 22, 12, and 6.8 times in Matlab; and 

15, 30.7 and 9.8 times for C++ implementation. Therefore, estimation of a 

subsequent BB based on the current tracked BB significantly reduces processing 

time to track the BB from the second frame to the last one. 

Table 5.8. Results of average run time per snippet for three datasets on Matlab and 

C++. 

 Matlab C++ 

Average run time 
Weizmann 

(ms) 
UIUC 
(ms) 

i3DPost 
(ms) 

Weizmann 
(ms) 

UIUC 
(ms) 

i3DPost 
(ms) 

1௦௧	ܤܤ௧௜௠௘ 4.4 14.4 28.1 0.15 2.15 3.84 

 ௧௜௠௘ 29x0.2 39x1.2 39x4.1 29x0.01 39x0.07 39x0.39ݐݏ݈ܽ	݋ݐ2௡ௗ	ܤܤ

 ௧௜௠௘ 117 164 220 1.2 11.6 34.8ܨܮ

 ௧௜௠௘ 7.5 18 19.2 0.0009 0.0009 0.0103ܨܩ

Total 134.74 243.19 427.15 1.64 16.48 53.86 
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Figure 5.16 shows percentage bar graphs for the average time per stage for the 

three datasets on Matlab and C++ implementations. For both implementations, the 

local feature extraction stage takes most of the time while global feature extraction is 

the stage that takes the least time. As frame size increases, time percentage 

contribution diminishes for local feature extraction. BB tracking time percentage 

contribution increases as frame size increases, but at a fraction of the expected 30.3 

and 80 times, to 0.94 and 1.6 (3.1%, and 2%), respectively for UIUC, and i3DPost 

datasets for the C++ implementation. 

  

Figure 5.16. Percentage contributions by stage to the average run time per snippet. 

Average run time per frame is computed using equation (5.2) for each dataset 

and implementation; results are shown in Table 5.9. It shows that while the number 

of pixels per frame in UIUC is higher than 30 times that in a Weizmann frame, and 

that the number of pixels per frame in i3DPost is higher than 80 times that of a 

Weizmann frame, the average run-time per frame in UIUC and C++ is 8.2 times 

that required to process a Weizmann frame and the average run-time per frame in 

i3DPost and C++ is 27 times that required to process a Weizmann frame. Therefore, 

these data clearly reflect the simplicity of the proposed method when video 

resolution is increased. Regarding, processing capacity of the proposed system 

exceeds from 29.7 to 731.3 times the frame rate at which the video was recorded. 
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Finally, the method achieves an average processing rate of more than 700 fps at full-

HD resolution images and over 18 282 fps at low resolution images.  

 

Table 5.9. Meaningful results of proposed HAR method. 

 Matlab C++ 

 Weizmann UIUC I3DPost Weizmann UIUC I3DPost 

 ሻ 25 920 786 432 2 073 600 25 920 786 432 2 073 600ݏ݈݁ݔ݅݌௙௥௔௠௘ሺ	௣௘௥ݏ݈݁ݔ݅݌	݂݋		.݋ܰ

 80.0 30.3 1 80.8 30.3 1 ݓ݋ݎ݃	݈݁ݔ݅݌

 ሻ 4.49 6.08 10.68 0.05 0.41 1.35ݏ௙௥௔௠௘ሺ݉	௣௘௥݁݉݅ݐ	݊ݑݎ	݃ݒܣ

 27.0 8.2 1 2.4 1.4 1 ݓ݋ݎ݃	݁݉݅ݐ	݊ݑݎ	݃ݒܣ

	ሻݏ݌ሺ݂	݁ݐܽݎ	݃݊݅ݏݏ݁ܿ݋ݎܲ 222 164 93 18 282 2 427 742 

 
Figure 5.17 shows the percentages of contribution of both feature extraction 

stages (local and global) and BB tracking to the average run time per frame.  Similar 

to the percentage of contribution of average run time per snippet, it is observed that 

the contribution of the extraction of features to the total decreases and the 

contribution of BB grows as the resolution is increased. 

 

Figure 5.17. Percentage contributions by stage to average run time per frame. 
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5.7.3 Comparison  

In this section, a comparison of the results obtained by the proposed method and 

those obtained from other state-of-the-art-methods in terms of accuracy (CCR) and 

processing capacity (fps) on the three datasets (Weizmann, UIUC and I3DPost) is 

presented. All methods were evaluated using the same datasets and protocol. 

Moreover, for a fair comparison, the proposed method like the compared methods 

that use silhouettes as input, use the binary silhouettes provided by the dataset or 

these are obtained previously by silhouette extraction techniques. 

5.7.3.1 Weizmann Dataset 

According to Table 5.10, it is observed that the results obtained by the proposed 

method are superior to those reported in [40,41,39,48,38,50,49] in accuracy (CCR) 

and processing capacity (fps). With regard to the reported methods in [63,66,67] the 

proposed method is the only one which quantifies the execution time, achieving a 

processing capacity of 18 282 fps which exceed up 731 times the frame rate at which 

the video was recorded and in terms of accuracy the proposed method is comparable 

to these methods. Then, the proposed method is superior to other methods in 

Accuracy-Speed performance. Moreover, the proposed method is better to [63,66,67]  

in different aspects. As an example, the method, reported in [67], uses a feature 

vector with 108 entries while the method, reported in [63], is characterized by a 

feature vector with 216 entries, and the method in [66] uses two types of features 

(low level and mid-level); where just the size for the mid-level feature vector is 1125. 

These numbers exceed by more than 18 times the size of the feature vector of the 

proposed method, which is 6. Another aspect is that those methods, which 

discriminate among 9 out of 10 actions, included in the Weizmann dataset, do not 

include the “skip” action since it usually gets high recognition error rates and also 

reduces to a large extent the effectiveness of the recognition of other actions. 

According to Table 5.10, not all methods use the same traditional protocol Leave-

One-Actor-Out Cross-Validation (LOAO), some use the amended version Leave-One-

Sequence-Out Cross Validation (LOSO) which does not verify the robustness of 
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actor-variance and therefore gets better rates of classification. Finally, methods 

[48,38] compute the processing time only for one stage of method (tracking stage). 

 

Table 5.10. Comparison of the proposed method with other methods for the 

Weizmann dataset. 

Method Year Input Actions Protocol CCR  
(%) FPS 

Ikizler & Duygulu [67]  2007 silhouettes 9 LOSO 100 — 

Tran and Sorokin [63] 2008 silhouettes 10 LOSO 100 — 

Fathi & Mori [66] 2008 images 10 LOSO 100 — 

Cheema et al. [39] 2011 silhouettes 9 LOSO 91.60 56 

Hernandez et al. [38] a 2011 images 10 LOAO 90.30 98 

Sadek et al [49] 2012 images 10 LOAO 97.80 18 

Chaaraoui et al. [40] 2013 silhouettes 9 LOSO 92.80 124 

Chaaraoui &  
Flórez-Revuelta [41] 2014 silhouettes 10 LOAO 97.80 263 

Hernández et al. [48]a 2014 silhouettes 10 — 96.60 32.6 

Rahman et al. [50]b 2014 silhouettes 10 LOAO 95.56 11.62 

Proposed method 2015 silhouettes 10 LOAO 99.95 18 282 

	a Processing capacity was measured only for the “ Tracking Stage”. 
 b Processing capacity was measured only for the“ Feature Extraction Stage”. 

 

5.7.3.2 UIUC Dataset 

Results on the UIUC, reported in Table 5.11, show that the proposed method 

exceeds other methods in accuracy and processing capacity (fps); however, the 

proposed method was evaluated on 4 out of 14 actions, included in the UIUC 

dataset, since only these actions are common to those of the Weizmann dataset for 

which the algorithm was originally designed. Furthermore methods in [63,47] 

downsize the ROI to 120x120 pixels which is the 30% of the average of the original 

ROI area. 
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Table 5.11. Comparison of the proposed method with other methods for the UIUC. 

Method Year Input Actions Protocol CCR  
(%) FPS 

Tran & Sorokin 
[63] 

2008 Silhouettes downsized 
to 120x120 

14 LOAO 98.7 0.005 a 

Kalhor et al. 
[47] 

2014 Silhouettes downsized 
to 120x120 

14 LOAO 94.52 50 

Hernández et al. 
[48] 

2014 images 13 — 99.58 32.6 

Proposed 
method 

2015 silhouettes 4 LOAO 100 2 427 

 a This information was taken from reference [47] 
 

5.7.3.3 i3DPost Dataset 

According to Table 5.12, the proposed method show the next advantages 

compared to the other methods. First, the proposed method is the only one which 

quantifies the execution time over i3DPost dataset, managing to process a maximum 

of 742 fps. Second, the proposed method gets the best accuracy. Third, it does not 

require downsize the ROI to reduce computational effort. Fourth, the proposed 

method requires up to 1024 times less features. Fifth, the method use only simple 

arithmetic operations to compute the features per frame (addition, subtraction, 

multiplication, divisions). Therefore, the proposed method achieves the best overall 

performance in comparison with other methods, where “overall performance” means 

Accuracy-Speed-Computational Effort performance. Moreover, the proposed method 

shows real-time performance which is an indispensable attribute for a HAR system 

to be used successfully in a large part of potential application areas. 

Table 5.12. Comparison of the proposed method with other methods for the i3DPost . 

Method Year Input Actions Features Protocol CCR (%) FPS 

Gkalelis et al. [64] a 2009 Silhouettes downsized 
to W x H 5 W x H  LOSO 90% — 

Gkalelis [68]  2009 
Silhouettes downsized 

to 32 x 64 5 2048 LOAO 90% — 

Holte et al. [69] b 2011 Raw Images 6 2304 x U  LOAO 89.58% — 

Iosifidis et al. [70] 2012 Silhouettes downsized 
to 64 x 64 6 4096 LOAO 95.33% — 

Iosifidis et al. [71] 2013 Silhouettes downsized 
to 32 x 32 6 1024 LOAO 98.16% — 

Proposed method 2015 Raw Silhouettes 6 6 LOAO 99% 742 
 a Where W is the width and H is the height of the smallest BB. 
 b Where U is the number of bins in radial direction. 
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5.8 Complexity Analysis 

The fact that technology in video cameras and displays are continually improving 

in terms of cost, size and sensors, allow us to foresee a constant growing in image 

quality and frame rate for the following years. Then, the complexity analysis is done 

with respect to frame size growth. 

The complexity of the proposed HAR algorithm with respect to frame size is 

given in function of the BBsearch_area which was presented in section 4.4 and 

described in detail in this section. 

For a given snippet, the BBsearch_area is the average total area (in pixels) to 

explore to locate the BB enclosing the human silhouette. This area is defined in two 

different conditions. 

Frame 1: (no assumptions on where the silhouette is) 

௙௥௔௠௘ଵܽ݁ݎܽ_݄ܿݎܽ݁ݏܤܤ ൌ ݁ݖ݅ݏ_݁݉ܽݎ݂ െ  (5.3)  ݁ݖ݅ݏ_ܤܤ

 
Frame 2 to n: (the previous location of the silhouette is known) 

௡	௧௢	ଶ	௙௥௔௠௘ܽ݁ݎܽ_݄ܿݎܽ݁ݏܤܤ ൌ ݁ݖ݅ݏ_ܤܤݔ –  (5.4)  ݁ݖ݅ݏ_ܤܤ

Where according to Figure 5.18, frame_size is the number of pixels per frame (W*H), 

BB_size is the number of pixels in a Bounding Box (BBw*BBh) and xBB_size is the 

number of pixels of the extended bounding box (xBBw*xBBh). Then for a given 

snippet of ݊ frames the algorithm complexity with respect to BBsearch_area is 

 

ܱൣ൫ሺܹ ∗ ሻܪ െ ሺݓܤܤ ∗ ሻ൯݄ܤܤ ൅ ሺ݊ െ 1ሻ ∗ ൫2߱ ∗ ሺݓܤܤݔ ൅  ሻ൯൧ (5.5)݄ܤܤ

Or  
 

ܱሾሺ݂݁݉ܽݎ௦௜௭௘ െ ௦௜௭௘ሻܤܤ ൅ ሺ݊ െ 1ሻ ∗ ሺܤܤݔ௦௜௭௘ െ ௦௜௭௘ሻሿܤܤ ൌ 
 
 

ܱሺ݄ܿݎܽ݁ݏܤܤ௔௥௘௔௙௥௔௠௘ଵ ൅ ሺ݊ െ 1ሻ ∗ ௙௥௔௠௘ܽ݁ݎܽ_݄ܿݎܽ݁ݏܤܤ ଶ	௧௢	௡ሻ 

(5.6) 
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Figure 5.18. Bounding Box search area. 

 

For the case of the frames 2 to ݊, the average total area (in pixels) to explore for 

the three datasets is lower than 6.9% of the total frame_size. 

Because, the proposed algorithm works on BBsearch_area in what follows 

complexity with respect to frame_size is derived and how it relates to 

BBsearch_area. 

The growth of BBsearch_area for UIUC and i3DPost datasets with respect to the 

Weizmann dataset are 22.4 times and 98.6 times, respectively. Considering the C++ 

implementation, the growth in execution time for bounding box extraction is a 

fraction of the growth in pixels for BBsearch_area, giving 8.3 times for UIUC, and 

32.5 times for i3DPost that of the execution time for Weizmann. Both cases are 

about one third of their corresponding pixel growth. On average the actual execution 

is a fraction of the BBsearch_area pixels. Figure 5.19 puts all together with respect 

to frame_size, and all bounding box operations. The actual pixel percentage used for 

BB average computation per snippet is in the range from 1.6% to 3.6% or in the 

range from 27.4 to 60.7 times less pixels than that of the frame_size for UIUC and 

i3DPost datasets, respectively. In terms of the BigO notation this corresponds to 

O(frame_sizeq) where 0 < q < 1, which is known as fractional power complexity and it 

means the algorithm complexity is sublinear. 
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Figure 5.19. Bounding Box frame, size, and time relations. 

5.9  Multi-Resolution Timing Evaluation 

This section uses the i3DPost dataset at different video resolutions to assess the 

time performance of the method described in section 4.2. The processing time was 

measured on C++ implementation with the goal of analyze the behavior of the 

proposed method when the frame size in test videos is modified.  

The original frame size of i3DPost dataset (1920x1080) was rescaled from 1/8 to 

4 times (Figure 5.20) obtaining video resolutions from 32kpix to 33Mpix. The bicubic 

resizing algorithm was used and the aspect ratio was kept. 

Once the i3DPost dataset has been resized, the average run time per snippet was 

computed for different video resolutions using equation (5.1). Then, equation (5.2) 

was used to obtain the average run time per frame, and finally the processing rate 

computed.  
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Figure 5.20. Resizing of i3DPost dataset. 

Temporal evaluation results for different i3DPost dataset resolutions are shown 

in Table 5.13. Results show that despite the algorithm was evaluated in Full HD, 4K 

UHD and 8K UHD video resolution; the algorithm still shows real-time performance 

with a processing rate from 126,613 fps in low resolution (240x135) videos to 46fps 

in 8K UHD video resolution. 

 

Table 5.13. Time performance for different i3dpost dataset resolutions. 

 240x135 480x270 960x540 1920x1080 3840x2160 7680x4320 

 ௙௥௔௠௘ 0.008 0.013 0.081 0.319 4.76 21.32	ሻ௣௘௥ݏሺ݉	݁݉݅ݐ	݊ݑݎ	݃ݒܣ

 ሻ 126,613 76,661 12,399 3,138 210 46ݏ݌ሺ݂	݁ݐܽݎ	݃݊݅ݏݏ݁ܿ݋ݎܲ

 

Bar graph in Figure 5.21 shows the contribution percentages for each stage to 

average run time per frame. It is observed that as frame size increases, percentage 

contribution of local features extraction run time decreases and the contribution of 

tracking grows. Finally, it must be emphasized that at HD video resolution, 

contribution of each stage becomes steady. 
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Largest contributor stage to total average run time per frame is tracking; which 

is according to complexity analysis and it contributes over 98% on all different 

resolutions.  

 

Figure 5.21. Percentage contributions of each stage to average run time for different 

i3DPost dataset resolutions. 

5.10  Summary 

This chapter presented the set of experiments carried out to measure the 

effectiveness of the proposed HAR method. The method was evaluated in accuracy 

and speed on three available publicly datasets, Weizmann, UIUC and i3Dpost. For 

accuracy evaluation, the LOOCV protocol was used and the confusion matrixes 

obtained. For the speed evaluation, the average run time of each stage of the 

proposed method was measured on Matlab and C++ implementations using a 

standard laptop.  

Both versions of the proposed method were evaluated, the method based in four 

features and the method based in six features. Additionally, tolerance of proposed 

method to segmentation and tracking errors was assessed and finally, the algorithm 

complexity and the method’s performance were evaluated when the video resolution 

is increased up to 8K UHD. 
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General results on the three datasets show the proposed HAR method is superior 

to the other state-of-the-art methods in processing capacity (18 282 fps, 2 427 fps 

and 742 fps) and comparable or superior in accuracy (99.95%, 100%, and 99%). It 

obtains high performance despite segmentation or tracking errors and to the best of 

our knowledge, the proposed method is the first one that shows real-time 

performance on videos up 8K UHD, so it can easily deal with the constant 

improvement of the image quality and resolution.  

  



 

80 
 

Chapter 6 

6  Conclusions and Future Work 

 

 

6.1 Conclusions 

Most of the methods, reported in HAR literature, are based on complex models 

which require the calculation of a very large number of parameters and high 

processing time. This work has shown that by incorporating knowledge of the 

natural domain of the problem in the HAR process, efficient recognition in real-time 

with significantly reduced information is achieved which is essential for large part of 

HAR application areas.  

The presented method in this dissertation combines very simple technics 

together with clear and simple concepts to achieve high performance in accuracy and 

speed. It uses BB tracking based estimation; a human body model based on three 

rectangular boxes (BB, KB, and FB), a reduced number of features (six per frame) 

which are clear, simple and easy to compute, and a hierarchical system of classifiers 

based on linear hyperplanes. 

Three publicly available datasets with different resolution, Weizmann (180x144), 

UIUC (1024x768) and i3DPost (1920x1080) were used to evaluate the proposed 

method. Experimental results on these datasets show that the presented method is 

superior to other state of the art methods, in processing capacity (18 282 fps, 2 427 
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fps and 742 fps, respectively) and comparable or superior in Accuracy (99.95%, 

100%, and 99%) with far fewer features (up to 1024 times less features). 

Additionally, the presented method has the following qualities that distinguish it 

from the other methods. It exceeds several times the frame rate at which the videos 

were recorded (up to 731 times in low resolution and 29 times in Full-HD). Only a 

fragment of the whole image is processed to track and locate the BB (less than 7% of 

the whole image). The ROI size does not have to be downsize to reduce 

computational load as it happens in other cases where the ROI area was downsized 

up to the 0.4% of average original ROI area. The method works on sub-sequences of 

the entire video (snippets) and it does not require high quality silhouettes to achieve 

high accuracy performance. The features are based on the BB parameters, and not 

on the intensity or amount of the pixels inside the ROI, the human silhouette or the 

silhouette contour. Then, the number of features does not depend on the resolution 

of the image.  The method uses simple arithmetic operations (sums, subtractions, 

multiplications, and divisions) for feature extraction. The relationship "processing 

time per frame" versus "video resolution" is of fractional power complexity, and the 

proposed method is the first one that shows real-time performance on videos up 8K 

UHD, so it can easily deal with the constant improvement of the image quality and 

resolution.  

Finally, based on the attributes mentioned above, one can conclude that the 

method presented in this research work, promises a good future and can be easily 

implemented as an embedded system on a video camera making the video signal 

analysis possible in real-time and paving the way for the so-called "edge processing". 

6.2 Future Work  

As it was mentioned in previous chapters, the recognition of human actions 

based in video is a quite extensive research topic, and although there have been 

great advances in the field still exists a long way to go before the proposed methods 

can operate efficiently in real life environments. Particularly in this dissertation 

there are many future research opportunities. However, only some of the most 

important points will be mentioned. 
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 Improve the segmentation technique employed for more complex 

environments 

 Enlarge the set of actions to be recognized and extend the proposed 

method to analysis of videos involving activities 

 Increase the number of points of view from which the action is observed 

(multi-view HAR) 

 Explore the field of action recognition involving two or more people in the 

scene (multi-person HAR) 
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Appendix A 

A. Video Surveillance Systems in Mexico 

City 

With the aim of reducing the crime rate, increase the efficiency of the police, and 

speed the response time of emergency personnel, in October 25th of 2011 the Mexico 

City government inaugurated the “Centro de Control, Comando, Comunicación y 

Cómputo, Inteligencia, Investigación, Información e Integración” (C4i4) [72]. But 

while there are not enough eyes to constantly monitor the 8000 (as of 2014) video 

surveillance cameras installed in the city, they provide only an illusion of security. 

The true data of this promise of security are: 

The C4i4 (Figure A.1) concentrate the images from 8,000 video surveillance 

cameras installed in the City of Mexico, which are observed through 180 screens, 

and two screens are monitored per security person. Therefore; around 44.4 cameras 

are observed on each screen and an average of 88.8 cameras are monitored by a 

single person. Based on these data one can conclude the following: 

 Surveillance cameras monitoring is intermittent and sporadic (it is not 

continuous) 

 The number of observation screens and staff are insufficient 

 The efficiency of monitoring staff is low because of the overwhelming data  

 The actual chance that an emergency is observed on line by personnel is 

very slim; thus the alert time to emergency teams is not in time to 

prevent the event 
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Therefore; there is still a need for tools that can help improve the effectiveness of 

video surveillance systems. 

 

Figure A.1. C4i4 Mexico City 7 

 

                                                 
7 Source: http://elfederalista.mx 
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Appendix B 

B. Market Growth of HD Surveillance 

Cameras 

The HD-surveillance camera was introduced for first time in 2009 and since its 

sales have been increased. The plot in Figure B.1 shows the expected growing of 

surveillance camera for next years [73]. 

 

Figure B.1. Expected worldwide growing of surveillance camera sales8 

                                                 
8 Source: http://www.webgate-usa.com 
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Appendix C 

C. Data Growth of Video Surveillance 

The video data is growing exponentially, and surveillance video has become the 

largest source. It is a consequence of the increase in the number of cameras installed 

around the world, the new high definition (HD) video cameras market, and a huge 

data of unimportant footage for example empty street, a dog crossing the street etc. 

According to  

Figure C.1, the daily data in 2013 achieved 413 PB which is equivalent to fill 92.1 

million of single sided, single layer DVDs or, it is four times the amount of photo and 

video data stored on Facebook as of February 2012, and its expected the surveillance 

data achieve 859PB in 2013. Then strategies are needed to reduce and optimize the 

storage and transmission of this huge amount of data [74]. 

 

Figure C.1. Global data generated daily by surveillance cameras9

                                                 
9 Source: https://technology.ihs.com 
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