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Abstract

Analog circuit design is a difficult work due to the many parameters which are necessary to take
into account and to the different objectives which are necessary to satisfy such as gain, band
width , offset, impedances, etc. To achieve optimal performances, it is necessary to deal with all
the parameters of an analog circuit in order to know exactly which elements are responsible to
improve the design. In this manner, a CAD tool is useful here because it is possible to enhance
analog circuit design since one have many solutions from which one is able to select that one

accomplishing the desired performances.

This thesis uses two evolutionary algorithms, NSGA-II and MOEA/D, to optimize analog cir-
cuits from a selected topology taking into account design constraints. The optimization is per-
formed by sizing each transistor and there is not necessary to set initial conditions, only it
is necessary to set boundary limits for each variable. The evolutionary algorithms are tested
with two different genetic operators: basic cross-over/mutation and differential evolution. Both
evolutionary methods use HSPICE to evaluate performances of the analog circuits by using
standard CMOS technology of 0.35 um.

The evolutionary algorithms are applied first to optimize unity-gain cells with three objectives:
gain, bandwidth and offset, with different number of variables, from two to nine variables.
Afterwards, the optimization is on current conveyors which are build of more than twenty tran-
sistors but this time they are optimized in four objectives: resistances in each port and gain. For

all these circuits it is possible to add design constraints such as saturation conditions.

Both evolutionary methods have been tested, and it is shown that the optimization results are
into the set limits, while the objective functions are improved. Finally, from the optimization
results, an analog designer is able to choose the best one which meet the desired specifications

of the circuit.
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Resumen

El disefio de circuitos analdgicos es una tarea dificil debido a muchos pardmetros que son nece-
sarios tomar en cuenta y los diferentes objetivos los cuales son necesarios satisfacer tales como
ganancia, ancho de banda, offset, impedancias, etc. Para lograr un éptimo desempefio es nece-
sario contemplar todos los pardmetros de un circuito analdgico para saber exactamente cuales
elementos son responsables de mejorar el disefio. De esta forma, una herramienta de CAD es
util porque es posible mejorar el disefio de circuitos analdgicos y obtener muchas soluciones
puesto que uno tiene muchas soluciones de las cudles es posible seleccionar una que cumpla

con el desempefio deseado.

En esta tesis se utilizan dos algoritmos evolutivos: NSGA-II y MOEA/D, para optimizar cir-
cuitos analégicos a partir de una topologia seleccionada tomando en cuenta compromisos de
disefio. La optimizacion se hace a partir del dimensionamiento de cada transistor y no es nece-
sario establecer valores iniciales, solamente es necesario establecer limites para cada variable.
Los algoritmos evolutivos son probados con dos diferentes operadores genéticos: cruza y mu-
tacidn bésicas y evolucidn diferencial. Ambos métodos evolutivos utilizan HSPICE para evaluar

los desempefios de los circuitos analdgicos usando una tecnologia estindar CMOS de 0.35 pm.

Los algoritmos evolutivos son aplicados primero para optimizar celdas de ganancia unitaria
con tres objetivos: ganancia, ancho de banda y offset, con diferente niimero de variables, desde
dos hasta nueve variables. Después, la optimizacidn se hace en current conveyors los cuales son
construidos con més de veinte transistores pero esta vez son optimizados con cuatro objetivos:
resistencias en cada terminal y ganancia. Para todos estos circuitos es posible agregar compro-

misos de disefo tales como condiciones de saturacion.

Ambos métodos evolutivos han sido probados, y es demostrado que los resultados de la opti-

mizacién estan dentro de los limites establecidos mientras que las funciones objetivo son mejo-
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radas. Finalmente, de los resultados de la optimizacion, un disefiador es capaz de escoger el

mejor resultado que cumpla con las especificaciones del circuito.
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Chapter 1

INTRODUCTION

Nowadays, circuit design has been influenced by a great range of techniques capable to fulfill
automatically an entire performance set and even though, automated analog integrated circuit
design is becoming a viable solution for increasing design productivity for critical analog com-
ponents. On one hand, the problem for accomplishing device parameters and performances
is, in general, a nonlinear transformation that is not known but it may be simulated [1]. On
the other hand, analog synthesis is a challenging problem because the analog design process is
characterized by a combination of experience and intuition, and requires creativity to deal with
the large number of free parameters and the sometimes obscure interactions between them [2].
Circuit synthesis begins by selecting a specific topology and its design is performed by finding
parameter values (e.g. transistor lengths and widths), but this process needs to be improved to

satisfy a set of specifications.

Analog synthesis is a complicated task and exist different proposed automated works (topol-
ogy selection, biasing and sizing devices, layout, optimization or simultaneously more than one
of these objectives). Moreover, constraints between design parameters and performances is a
difficult work, because it requires the consideration of a variety of technological and structural
effects [3]. So a designer could deal with a design problem for which formal design methods
and analytical procedures neither can solve. In this manner, the complexity of modern inte-
grated systems has increased, making necessary the development of new CAD tools, so in a

next section it will be discussed briefly more about this topic.

For instance, optimization provides a truly general engineering design scheme, different from

highly specialized and particular design and synthesis techniques that has begin used in widely
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disciplines in sciences. Optimization process starts with the formulation of an initial guess so-
lution, normally involving a fixed topology, together with an initial set of values for the design
variables, next it is determined the behavior of the system by evaluating the performance fea-
tures cited in the target specifications. If the specifications are satisfied the process finishes,
otherwise , the design variables are adjusted giving rise to a modified circuit and the process is

repeated until a satisfactory solution is achieved [4].

There exist a lot of optimization techniques beginning with Pareto Theory (probably the old-
est) and continuing with Theory of Games, Neural Networks and Evolutive Algorithms (EA) .
From these last, EA’s are divided in different kinds or sub-techniques like Ant Colony, Particle
Swarm Optimization (PSO) [5], Non-Dominated Sorting Genetic Algorithm (NSGAII) [6],
Multi-Objective Algorithm Based on Decomposition (MOEA/D) [7] and more. Any of these
techniques is useful for optimizing problems and they have been used to simplify and to reduce

time of synthesis for constrained non linear circuits [2, 8, 9].

1.1 CAD tools

Today, to keep up with the increasing complexity of electronic systems, researchers have in-
creased analog design automation resulting in the development of different CAD tools like
IDAC [10], OASYS [11], OPTIMAN [12], ASTRX/OBLX [13], ANACONDA [14], AMGIE
[15], WATSON [16] , CAFFEINE [17] and MOJITO [18] are among the tools which are pos-
sible to find in the literature. The most successful tools use optimization techniques to search

for the optimal design solution according to some given specifications [19].

A traditional procedure to design analog circuits starts by selecting a topology, then the next
step is related to find values for the parameters, finally it is possible to make variations to the
schematics, the layout or the optimization. The topology selection could be chosen before, after
or during the sizing process and even it is possible to consider a top-down creation or a bottom-

up generation by using a hardware description language [20].

It is possible to talk on the Interactive Design for Analog Circuits (IDAC) wich was able to
design transconductance operational amplifiers and oversampled A/D converters by sizing a li-
brary of more than 40 analog schematics as a function of p-well and n-well CMOS technology.

At the beginning, the user has to specify technology, limits values of the electrical parameters
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of elements (transistors, resistors, capacitors), temperature and supply voltage values. At the
end it is possible to compare the different characteristics of various schematics and depending

on the kind of device, to compare a frequency or transient response [10].

An analog synthesis system (OASYS) attempts to translate a set of functional specifications
into a sized circuit schematic using detailed analog domain knowledge. This could be consid-
ered a top-down process due to its three steps algorithm to make a design [11]. ANACONDA
[14] combines ideas from evolutionary algorithms and numerical pattern search beginning with
a fixed topology the circuit is mapped to a constrained optimization problem using the basic
synthesis formulation from ASTRX/OBLX [13]. Then it is invoked a sequence of detailed cir-
cuit simulations for each evaluation during the numerical search. Other tool is a fully integrated
analog synthesis environment called AMGIE [15] which gathers for cell and tech libraries us-
ing engines such as ISAAC [21] for a symbolic analysis of ac equations and DONALD [22]
like equation manipulation tool, also, making topology selection, sizing and verification (using
SPICE) and optimizing with OPTIMAN [12], and finally generating the layout of the circuit
automatically by LAYLA [23] tool.

Following the idea of using genetic algorithms based on transistor-level circuit simulations,
WATSON [16] generates new sets of design variables using SPICE as simulator linking it
into the framework to evaluate the performance of the given circuit. The performances (oper-
ating point, small-signal, noise and/or transient analysis ) are extracted from the simulations
and passed to a next optimization stage using an accurate reduced-order models which fit to a
Pareto front [3]. This tool could be used for a system-level design due to the trade-offs between
different blocks into a circuit. Finally this tool is useful also because it is possible to find the
values of the design variables of a specific topology such that all specifications are met. In other
hand CAFFEINE [17] resume symbolic models but ensuring that such models are compact
and interpretable by using genetic programming, linking SPICE simulations and incorporating
a multi-objective evolutionary algorithm (NSGA-II [6]). This program was made on MATLAB
platform and makes an analysis of the trade-off between complexity of equations and error of
approximations, but finally achieve better results than others techniques like posinomial models
[24].

A recent multi-topology and multi-objective sizing tool (MOJITO) [18], continuing the last

idea, it is able to optimize circuits by using a topologies library considering thousand of topolo-
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gies simultaneously and applying NSGA-II as searching engine where the individuals are gen-
erated randomly choosing a value for each parameter using a uniform distribution, using SPICE
for performance calculation and making possible to find trade-offs between different perfor-

mances.

From the CAD tools described above, it is clear that automatic analog circuit sizing is a problem
of major importance to the Electronic Design Automation (EDA) and System-On-Chip design
industry [18], and it can be appreciated that EDA have generated best results by incorporating
Multi-objective evolutionary algorithms like NSGA-II and others, and all optimization process
are into simulated-based circuit optimization methods which main idea is to select a circuit and
performance specifications, and further the sizes and biasing of all devices have to be deter-

mined such that the circuit meets the specifications [19].

1.2 Objectives

In this work there are used two evolutionary algorithms (NSGA-II and MOEA/D) to optimize
analog circuits taking into account constraints and linking SPICE like a simulator to measure
performances. In this manner, the proposed optimization system includes a multiobjective op-
timization . The input stage is introduced by a netlist and the output stage generates a set of
optimized solutions which are into feasible limits of target optimization. Then the general ob-
jective of this work is focused on the optimization of analog circuits by applying evolutionary
methods.

The particular objectives are:

- Use two evolutionary techniques: NSGA-II and MOEA/D with constraints ensuring con-

vergence and making metrics measurement for each one.
- Develop an automatic system able to optimize circuits by applying NSGA-II and MOEA/D.

- Test the optimizers on different circuits such as unity gain cells, over different bias con-
ditions for the same number of generations and perform cross-over/mutation operations

among the parameters to compare NSGA-II and MOEA/D performances.

- Optimize a big circuit as a current conveyor, with both optimizers for the same number
of generations and cross-over/mutation parameters to compare NSGA-II and MOEA/D

performances.
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- Compare performances among both evolutionary techniques and make a conclusion about

their behaviors.

1.3 Thesis organization

This work is structured as follows:

In Chapter 2 the basics on multiobjective optimization are described and NSGA-II and MOEA/D
algorithms are explained. At the end of this chapter both methods are evaluated with some test

functions and a comparison is performed from the metrics of each algorithm.

The Chapter 3 exposes the proposed system and some details about the genetic operators used
in this work, the characteristics of the initialization process, how it is possible to use the circuits
simulator for measure the electrical parameters and is depicted the flow diagram of both opti-
mizers: NSGA-II optimizer and MOEA/D optimizer.

The Chapter 4 consists of two parts: in the first six different circuits are optimized under three
different bias currents and with three different values of length of transistors with the objective
to select among all the combinations the best design. In the second stage each one of the best
selected designs is optimized over more generations to achieve a better optimization for each
one. Both stages works with three objectives (gain, band width and offset) and at the end it is a

comparative analysis among both methods.
The Chapter 5 is devoted to perform an exhaustive optimization of current conveyors for four
objectives (each one of parasitic resistances) by preserving saturation conditions of the transis-

tors and a closer unity gain in each terminal.

Finally in Chapter 6 are the conclusions of this work.



CHAPTER 1. INTRODUCTION



Chapter 2

MULTIOBJECTIVE
OPTIMIZATION

In this chapter are explained the basics on multi-objective optimization and two multi-objective
optimization methods are described: Non-Dominated Sorting Genetic Algorithm (NSGA-II)
and Multi-Objective Algorithm Based on Decomposition (MOEA/D).

2.1 Multiobjective optimization basics

Lets consider a multiobjective optimization problem (MOP) [25] of the form:
minimize F(x) = (f1(x), f2(x), ..., fm(x))T (2.1)

subjectto x € X

where x = (z1,...,2,) is called decision vector, X C R" is the decision space for the vari-
ables, f; : R" — R,i =1,...,m(m > 2) are objective functions. F'(x) is the objective vector.
The attainable objective set is defined as the set { F/(x) | x € X}. If x € R" all objectives are

continuous and X is described by:

X={xeR"|hj(x)<0,j=1,...,m} (2.2)

where h; are continuous functions and Eq.(2.2) is called a continuous MOP. Very often , since
the objectives in (2.1) contradict each other, no point in X maximizes all the objectives simul-

taneously. One has to balance them, the best tradeoffs among the objectives can be defined in

7
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terms of Pareto optimality.

The key in multiobjective optimization is the Pareto optimality [6, 7, 26]. A solution is consid-
ered as optimal if it can not be improved without deterioration to at least one of its components,
then it is probably that there will be more than one Pareto optimal solution and the multiobjec-

tive optimization problem finishes when the Pareto optimal set is found.

It is possible to define the Pareto dominance then as x; < x; (x; dominates to x;) if all f,,(x;)
in F'(x;) are equal or better than all f,(x;) in F'(x;) and at least one f,(x;) is better than
fn(x;), where better means less when the objective is minimize and high when the objective is

maximize.

2.1.1 Optimization approaches

There are a lot of optimization methods and it is possible to classify them in different ways,

reference [25] proposes the next classification:

No preference: using a relative simple method and the user opinions are not taken into

consideration and at the end it is presented only one solution.

- A posteriori: the idea is to find the Pareto optimal set and after this the solutions are
presented to manually select the most preferred solution, examples of these methods are:

Weighting Method, e-Constraint, Weighted Metrics and Scalarizing Method.

- A priori: in this kind of methods the user must specify preferences, hopes and opinions,
the disadvantage is that generally the user does not know beforehand what is possible to
attain in the problem, examples of these methods are: Lexicographic Ordering and Goal

Programming.

- Interactive: here are discriminated the solutions which are not useful to the user avoiding
overload information, examples of these methods are: Geoffirion-Dyer-Feinberg Method,
GUESS Method, Satisfacing Trade-Off Method, Tchebycheff Method, Referent Point
Method, Light Beam Search and NIMBUS.
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2.2 Non-dominated Sorting Genetic Aslgorithm (NSGA-II)

This algorithm achieve the Pareto front of a multiobjective problem by sorting and ranking all
solutions in order to choose the better solutions to make a new offspring, this means, by ranking
all the population in different Pareto sub-fronts that it will be possible to know which solutions
show better performance. In this algorithm is contemplated a way to choose the best solution
between two solutions in the same sub-front preserving diversity, in this form it is possible to
select the best part of a population without losing diversity. Then NSGA-II is based on two
main procedures : Fast Nondominated Sort and Crowding Distance Assignment. These two
procedures ensure elitism and it is possible to add constraints to ensure that the solutions are

feasible.

2.2.1 NSGA-II algorithm

At first it is necessary to randomly initialize the parameters and start by building two popula-
tions (P, and (J,) each one of size N, from random values into a feasible region. The NSGA-II
procedure in each generation consists of rebuilding the current population (/;) from the two

original populations (P; and ();) then the new size of current population will be of g.

Now through a nondominated sorting all solutions in I?; are ranked and cataloged in a fam-
ily of sub-fronts, this procedure will be explained later. In the next step is necessary to create
from the current population R; (previously ranked and ordered by sub-front number) a new
offspring (Pr+1), the objective will be to choose from a population of size 2N, N solutions
which belong to the first sub-fronts. In this manner the last sub-front could be greater than
it is necessary, then it is used a measure (¢g;stance) that allows to identify the better solutions
and preserving elitism by selecting the solutions that are far the rest, this is possible simply by

modifying a little bit the concept of pareto dominance as follows:

] <n .7 if |:(i7'ank < jrank) or (irank = jrank) and (irank > jrank)

In Fig. 2.1 [6] is shown all the NSGA-II procedure where is easy to understand how
nondominated sorting and crowding distances help to generate new offsprings. Then the main

procedure could be summarized like:
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K, } """""" - 2
= e

— — — — | Non-dominated sorting
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Crowding distance
sortin

Figure 2.1: NSGA-II procedure

Algorithm 1 NSGA-II Algorithm

1: Py=random, (Qp=random //initialize

2: t=0

33 Pyy=0andi=1

4: repeat

55 Ry=P U@ /lcombine parent and offspring population
6:  F=fast-non-dominated-sort(R;) //F = (F}, F3,...), all nondominated fronts of R;
7. crowding-distance-assignment(F;) //calculate crowding-distance in F;
8:  repeat

9: Piy1 =P UF; /finclude ith nondominated front in the parent pop
10: t=1+1 //include ith nondominated front in the parent pop
11:  until [Pyq| + |Fi| < N /funtil the parent population is filled
12: Sort(Fj;,<,) /Isort in descending order using <,
13: Py =P UFE[1: (N — |Pyq])] /Ichoose the first (N — |P;t1|) elements of F;
14:  Qy1=make-new-pop(Pri1) /luse genetic operators to create it

15: until stop criteria

2.2.2 Fast nondominated sort

This procedure is responsible to rank each solution into a sub-front, and starts by selecting the
nondominated solutions among the current population (R;), this first group of solutions will be
labeled as the solutions into the first sub-front (F7) and are separated from R;. For the remain-
ing solutions in R; are selected the nondominated solutions again but this time they are labeled
into the second sub-front (F5) and separated from R; like the solutions in (F}) were separated

before. This procedure continues until all solutions in R; are ranked into a sub-front.



2.2. NON-DOMINATED SORTING GENETIC ASLGORITHM (NSGA-II) 11

The procedure uses a counter for each solution, such counter allows to know how many so-
lutions dominate to each solution (n, where p is the p-solution). In the same way there is a set
who contains all the solutions dominated for each solution (all solutions in S, are dominated
by p-solution ). First are taken the solutions with counter equal to zero and to each solution
in their set of dominated solutions are diminished their counter in one. In this way the next
sub-front is composed by the remaining solutions with counter equal to zero. This continues

until all solutions have been ranked. The procedure is performed in Algorithm 2 as follows [6]:

Algorithm 2 Fast Nondominated Sort Algorithm
1: foreachp € P do

2: Sp=10
3: np =0
4: for each ¢ € P do
S: if (p < q) then
6: Sp=Sp U{q}
7: else if (¢ < p) then
8: np=np+1
9: end if
10: if np = 0 then
11: Prank = 1
12: Fi = F1 U{p}
13: end if
14: end for
15: end for
16: i=0
17: while F; # @ do
18: Q=10
19: for each p € F; do
20: for each ¢ € S}, do
21: ng=mng—1
22: if ng=0 then
23: Qrank = ¢+ 1
24: Q=Q U{q}
25: end if
26: end for
27: end for
28: 1=1+4+1
29: Fz’ = Q
30: end while
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2.2.3 Crowding distance asssignment

This is the second procedure to help to select solutions which will generate the offspring, and
has sense where is necessary to choose the last members of the population Py into a sub-front,
because all sub-front members then have other ranking parameter into their sub-front. The main
idea is to perform a density estimation named crowding distance (i4;stance) by sorting in ascend-
ing order the solutions for each one of the objective functions, then for each objective it is first
selected the smallest and largest limit found and an infinite value is assigned to their crowding

distances.

Next it is calculated for the rest of the functions values their crowding distance, that is as fol-
lows: with the sorted objective values is going to take the immediately upper and lower function
value of each one of the objective values, and the difference of these two values is normalized
(using the smallest and largest of current function value). This procedure continues and the sum
of all the normalizations of each objective will be the crowded distance of current solution. This

procedure is shown in Algorithm [6]:

Algorithm 3 Crowding Distance Assigment

1 =T /mumber of solutions in T’

2: for each 7 do

3. set T[] gistance = 0 //number of solutions in T’

4. for each objective m do

5 T'=sort(T', m) /lsort using each objective value

6: T (1) distance = T[] distance = 00 //boundaries are always selected for all other points
7 for i = 2to (I-1) do

8: T[i]distance = T[i]distance + (T['L + 1] tm = T[i - 1] : m)/(fﬁzmx - f’:;,zun)

9: end for

10:  end for

11: end for
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2.3 Multiobjective Evolutionary Algorithm Based on Decomposi-
tion (MOEA/D)

The basic idea of MOEA/D is the decomposition of a multiobjective problem in scalar optimiza-
tion subproblems by a weights vector, this vector associates a weight (\) for each subproblem
where each subproblem is every single individual in the population which are going to try to

improve itself and to its nearby (neighborhoods) .
After the initialization of the parameters the first step in MOEA/D is related to define the NV

spread weights vector (to each individual corresponds one );) and one way to determine each

spread weight vector can be by a parameter H in a sequence as in 2.3 [26]:

} 2.3)

T =

{0 1
H)H7“'7

Therefore, form =2, N = H + 1, but for m > 2 the number of such vectors is:

N=C}o 1 (2.4)

Now for each individual of the population corresponds one JA;, in this condition it is pos-
sible to define a number (7") of neighborhoods for each A;. Then it is necessary to calculate
the Euclidean distance between each \;, finally for each ); is going to be (1') neighborhoods
nearby and they will be saved in B.

2...,xN € X where x’ is the

In each generation there is a population of N points x!, x
current solution to the i, subproblem and there are V1, FV?2 ...  FVYN, where FV? is the

F-value of x*.

In the procedure it is necessary to generate a new individual y who will be compared with
all its neighborhood by applying a decomposition approach (g[x | A]) such as Tchebycheff or
Weighted Sum Approach and each neighbor worse than this new individual will be replaced by
it.
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2.3.1 Decomposition methods

The multiobjective optimization problem tries to find the Pareto optimal front, and sometimes
is useful to try the problem like a vector optimization [25], but there exists several ways to do

it. This work selects two different performances: Weighted Sum Approach and Tchebycheff
Approach:

e Weighted Sum Method

In Weighted Sum Method, the problem is solved by Eq. ( 2.5):

minimize g™ (x | \) = > Aifi(x) (2.5)

subject to x € X

Where A > O foralli =1,2,...,mand ) ;" A\; = 1. X is the set of feasible limits.

e Tchebychetf Approach

In this approach, the scalar optimization problem is shown in the next equation:
minimize g7 F (x | A, Z*) = max {\; | f;(x) — 2} [}1<i<m (2.6)

subjectto x € X

Where Z* = (27, 25,...,25)7 is a reference point like the best objective functions found

and if the objective is minimize then z;* = min {f;(x) | x € X} foreachi =1,...,m.
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Algorithm 4 MOEA/D Algorithm

1: build an uniform spread of N weight vectors AL, Ay AN

2: B(i) = {i1,i2,...,i7} // neighboring each weighted vector
3: t =1,POP=random() ,set E =0, T /finitialize

4: repeat

5: fori=1,2,...,N do

6: randomly select parents from B(i)
7: generate new individual y /lusing genetic operators
8: for each j € B(i) do
9: if g(Y | M) < g(x | V) then
10 X, =Y /if Y is better than x’ replace the new solution
11: FVIi=F(Y)
12: end if
13: end for

14:  end for
15:  remove from EP all vectors dominated by F'(Y)

16: until stop criteria

2.3.2 MOEA/D algorithm

In Algorithm 4 is shown the MOEA/D algorithm:

In this manner MOEA/D provides a simple way of performance decomposition into a mul-
tiobjective evolutionary algorithm preserving diversity due to decomposition in N scalar sub-

problems keeping lower computational complexity [27].

2.4 Constraints and Metrics

2.4.1 Constraints

The constraint-handling method used in this work is based in tournament selection proposed in
[6] and consists in picking up from the population and the better is chosen. In the presence of
constraints, each solution can be either feasible or infeasible. Thus, there may be at most three
situations: both solutions are feasible, one is feasible and other is not or both are infeasible.

Then to choose the better solution, the definition of domination between two solutions ¢ and j
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is:
A solution ¢ is said to be constrained-dominated in a solution j, if any of the fol-
lowing conditions is true:
1. Solution ¢ is feasible and solution j is no.

2. Solutions ¢ and j are both infeasible, but solution ¢ has a smaller overall con-

straint violation.

3. Solutions ¢ and j are feasible and solution ? dominates solution j.

This new concept of constrained-domination could be applied for NSGA-II and for MOEAD.

2.4.2 Metrics

In multiobjective optimization there are two goals : 1) convergence to the Pareto-optimal set
and 2) maintenance of diversity in solutions of the Pareto-optimal set. These two tasks cannot

be measured adequately with one performance metric [6].
e Set Convergence metric (C-metric)

Let A and B be two approximations to the PF of a MOP. C'( A, B) is defined as the percent-

age of the solutions in B that are dominated by at least one solution in A [7]:

{u € B|3Jv € A:udominates v} |
| B |
C(A, B) is not necessarily equal to 1-C' (B, A). C(A, B) = 1 means that all solutions in B

are dominated by some solutions in A.

C(A,B) = | 2.7)

e Distance form Representatives in the PF (D-metric)

Let P* be a set of uniformly distributed points along the true Pareto Front. Let A be an

approximation to the PF, the average distance from P* to A is defined as [7]:

Z’UEP* d(vv A)

D(A,P) = =<0

(2.8)

Where d(v, A) is the minimum Euclidean distance between v and the points in A. The problem
here is that it is necessary to know the true Pareto Front then in this work it will be used only

for the Test Functions.
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2.5 Test problems

Zitzler et al. [28], provided a comparison of various evolutionary approaches to multiobjective
optimization using six carefully chosen test functions, each one involves a particular feature
that is known to cause difficulty in the evolutionary optimization process, mainly in converging
to the Pareto-optimal front, then in Table 2.1 are shown the test functions used in this work,
where ZDT1,ZDT2,ZDT3,ZDT4 and ZDT6 are the name of the selected functions, n is
the number of variables used for the function (z1, x2, ..., z,) and bounds are the limit of max-
imum and minimum allowed for each variable. For the five selected functions the objective is

to be minimized.

The test function ZDT'1 has a convex Pareto-optimal front, ZDT'2 is the nonconvex con-
trapart to ZDT'1. ZDT3 represents the discreteness feature, its Pareto-optimal front consist of
several noncontiguous convex parts. ZDT4 contains 21° local Pareto-optimal fronts then its
ability to deal with multimodality. Z D15 was not selected because represents a binary string.
Finally ZDT6 includes two difficulties caused by the nonuniformity of the search space: the
Pareto-optimal solutions are nonuniformly distributed along the Pareto front and the density of

the solutions is slowest near the Pareto-optimal front and highest away from the front.

For constrained problems have been studied three test functions CONSTR, SRN and TN K.
The first one (CON ST R) a part of the unconstrainded Pareto-optimal region is not feasible.
The second problem (S RN), the coinstrained Pareto-optimal set is a subset of the unconstrained
Pareto-optimal set. The third problem (7'N K) has a discontinuous Pareto-optimal region. This

is shown in Table 2.2.

2.6 Test function results

To check the two methods (NSGAII and MOEA/D) they will be tested and compared with the
test functions explained before, all functions will be tested with N=100 and 250 generations,
the cross-over probability is 0.9 and mutation probability is 0.05. In Figs. 2.2 and 2.3 are shown
the results of optimization for each method where in the left side are displayed the NSGA-II
results and in the right side are displayed the MOEA/D results. In Table 2.3 are shown the
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Table 2.1: Test Functions

Function | n Bounds Functions Optimal Sol.
ZDT1 |10 x; € [0,1] filx) = x; x1 € 10,1]
(%) = gx)[1 - /25 ] 7 =0,
Q(X):% Yoo+ 1 i=2,...,n
ZDT2 | 12 x; € [0,1] fix) =x1 z1 € [0,1]
fo(x) = g1 — (25)? ] 2 =0,
g(x) =25 Yi,mi+ 1 i=2,....n
ZDT3 12 x; € [0, 1] fl(X) = xr1 € [O, 1]
fo(x) = g(x)[1 — , /% — ﬁ sin(107z)) x; =0,
g(x) = 327 Yiswi+ 1 i=2....n
ZDT4 | 10 x1 € [0,1] f1(x) =2 x1 € [0,1]
rn €155 | fax)= gL - /2] =0,
g(x) =1+10(n — 1) + Y" o[2? — 10cos(4ra;)] | i =2,...,n
ZDT6 | 10 z; € [0,1] fi(x) =1 —exp (—4z;) sinb(6mzy) z1 € [0,1]
f2(%) = g(x)[1 — (25)°] 2= 0,
g(X) =9 [Zi:Q Ii]0.25 + 1 i=2, N

n—1




2.6. TEST FUNCTION RESULTS

19

metrics measured for NSGAII and MOEAD for each test function, where A is NSGA-II perfor-
mance and B is MOEA/D performance:

Table 2.2: Constrained Test Functions

Function Bounds Functions Constraints
CONSTR 1 € [0.1,1] fi(x) =1 91(x) =921 + 22 > 6
wa €105] | fa(x) = 22 g2(x) = 9z1 — w9 > 1
SRN 7 €[-2020] | fi(x) = (21 — 22+ (22— 1)2+2 | g1(x) =22 +22 <225
i=1,2 fa(x) = 921 — (w9 — 1)? ga(x) = 2% — 323 < —10
TNK x; € [0,7] fi(x) =21 g1(x) =1—a2% — 23+
i=1,2 fa(x) =z 0.1-cos(16 arctan(7L)) <0

go(x) = (z1 — 0.5)%+
(rg —0.5)2<5
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Figure 2.2: NSGA-II performances for ZDT Functions
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For constraint functions in Fig. 2.4 is shown a comparative results for NSGAIl and MOEA/D
for three test functions explained before. Here is important to note that NSGAII performance
has improved their operation with respect to MOEA/D. In Table 2.4 there are C'-Metric and
D-Metric for both performances on constraint functions where A is NSGA-II performance and

B is MOEA/D performance.

Table 2.3: C-Metric and D-Metric for Test Functions, A is NSGA-II and B is MOEA/D

) C-Metric D-Metric
Test Function
C(A,B) | C(B,A) A B
ZDT1 0.04 0.8421 | 4.8991 x10~13 | 1.1522 x10~10
ZDT?2 0.01 0.85294 | 3.9457 x10~* | 2.057 x10~13
ZDT3 0.06 0.53913 | 9.9317 x10~4 | 1.03 x10~13
ZDT4 0.06 0.42254 | 7.8346 x10~21 | 3.45 x1076
ZDT6 0.07 0.35878 | 9.201 x10~14 3.45 x1074

Table 2.4: C-Metric and D-Metric for Constraint Test Functions, A is NSGA-II and B is

MOEA/D
) C-Metric D-Metric
Test Function
C(A,B) | C(B, A) A B
CONSTR | 0.17528 | 0.052 1.8047 x10° 1.379 x10°
SRN 0.06097 0.22 5.5983 x10%° | 9.5930 x 1023
TNK 0.064 | 0.33929 | 1.0595 x10~8 | 5.0974 x10~8

From Fig. 2.3 it is possible to note that MOEA/D achieve better Pareto-optimal front further
for ZDT1 and Z DT2, indeed from Table 2.3, C-Metric confirm it. However, on the other hand

D-Metric tell us how NSGA-II is better because has less distance among the found points.

From Fig. 2.4 it is possible to note that NSGA-II improves its performance, achieves better
Pareto-optimal front and furthermore for SRN could find points where MOEA/D could not.
From Table 2.4, C'-Metric tell us how MOEA/D percentage dominance over NSGA-II has di-

minished and D-Metric is similar for both.
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Chapter 3

OPTIMIZER SYSTEM

The proposed optimization system works in MATLAB code and the circuit simulations are
made with a HSPICE simulator, which is linked to the MATLAB program. The system is able
to optimize with NSGA-II or MOEA/D and it is able to change the way on how to generate
offsprings by choosing between two different genetic operators: basic cross-over or differential
evolution operators, which will be explained with detail. In this part it will be explained the off-
spring generation, initialization step, evaluation procedure and finally the complete optimization

system.

3.1 System description

The system has two general stages: Initialization and Optimization, but its structure is different
depending on the optimization engine, then in the Fig. 3.1 are depicted the flow diagrams for

both optimization engines.

In Fig. 3.1, t denotes the current number of generations and N the number of solutions
in each generation. In case of NSGA-II optimizer ¢ represents the current sub-front and for
MOEA/D optimizer ¢ represents the current solution. It is possible to see how in the NSGA-II
optimizer the process is performed with the whole the population, and in contrast, in MOEA/D

optimizer the process is with each solution.

In the initialization step the parameters (number maximum of generations, number of objec-
tives, solutions and variables, probability of cross-over and mutation, C, R, etc.) exposed in the

previous section, it is necessary to initialize the variable ¢ to identify the current generation into

25
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the sizing process with this counter.
In Fig. 3.1(a) is possible to appreciate how it is necessary in each generation to evaluate the

population by linking HSPICE by modifying each transistor width required and recollecting

these results from the output listing , next to make the Fast-nondominated sort, create the new

Initialize Parameters Initialize Parameters
(t=0) (t=0)
A 4
linitialize randomly Create N weighted spread Vectors
the population and neighboring each one

_" Initialize randomly
Duplicate the the population
- population
(PUQ
Evaluate Population
Slmulaung with HSPICE
A 4

Evaluate Population
simulating with HSPICE

Fast Non-
Dominated Sort

=i+l

Select the i , Solution

Generlat? New Generate New Solution
fromptﬁguPitFI!cl,JTa(t?Dn p v (cross-over / mutation or
DE)
(cross-over / mutation P
A A 4

Evaluate and compare with
Tchebycheff or Weighted Sum

Replace
Original
Solution if New
Solution is
better

Crowding Distance
Asignment

P, =P, UF[1:(N-

“P Dl

YES

If t<= No. max
Generation

(a) NSGA-II Optimizer Flow Diagram (b) MOEA/D Optimizer Flow Diagram

Figure 3.1: NSGA-II and MOEA/D Circuit Optimizer Flow Diagram
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population (P;1) with the firsts sub-fronts, the last sub-front needed to full-fill the new popula-
tion is assigned with a Crowding Distance and finally is created a new population again (Q¢+1)
but by applying genetics operators over (P, 1), this process continues until the current genera-

tion reach the set maximum number of generations.

In Fig. 3.1(b) the first steps are similar to Fig. 3.1(a) but this time it is necessary to create
N weighted spread vectors in the way exposed in the MOEA/D section. Afterwards, it is nec-
essary to find the neighborhood of each weighted vector, then the initial population is created
randomly over the search space and evaluate it (as in Fig. 3.1(a)). But the next step is to take one
by one of the solutions into the population and create a new solution from this solution, after it
is necessary to evaluate with HSPICE and to recollect theirs performances and decide if replace
the current solution with this new solution. This process continues until the whole population
is regenerated and evaluated and finally the process finishes until the current generation reaches

the set maximum number of generations.

In the next chapters will be test the system with different circuits, all them are simulated with a
Level 49 CMOS Technology of 0.35 pm and will be demonstrated the flexibility of the system
by testing with different number of variables and objectives and preserving constraints such as

saturation condition in all transistors.

3.2 Genetic operators

Evolutionary computation is inspired by Darwinian evolutionary theory which is oriented to
recreate biological phenomena by using computers and other artificial systems. For instance,
genetic algorithms (GAs), which operates on the principle of survival of the fittest, have the
capability to generate new design solutions from a population of existing solutions, and dis-
carding the solutions which have an inferior performance or fitness. GAs begin with an initial
collection of random solutions called initial population. Each individual in the population is
called chromosome and represents a possible solution to the problem. The population evolves
through iterations called generations, and in each generation the individuals are evaluated using
an aptitude measure. The next population is formed by descendents created by combining two

chromosomes of the current generation using the crossover and the mutation operators.

In this work it is possible to choose between two different genetic operators: cross-over/mutation
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or differential evolution operator (DE) [29]. Lets us define the current population as:

X =xx% ... ,x" (3.1)
xi:xi,xé,...,x}; 3.2)

Where X is the current population and x’ is each one of the solutions in X, so there are
n solutions and x; is each variable into x’ so that each solution has k variables. Each new

generation is formed by applying a genetic operator on one or more than one solutions.

3.2.1 Basic cross-over / mutation

The first genetic operator used in this work is basic cross-over/mutation. A random probability
is chosen for cross-over and mutation, the probability for cross-over is higher than the mutation

probability.

The cross-over operator consists in selecting randomly two solutions among the population to
generate a new solution taking randomly each variable of one of the both solutions. The muta-
tion consists in selecting randomly one solution among the population and randomly perturbing

each variable by a factor (o).

3.2.2 Differential Evolution operator (DE)

The second genetic operator used in this work is the Differential Evolution Operator (DE)
[7, 27, 29], and consists of randomly choosing three solutions: x® x® and x¢ from X. A

new

new solution X,e,y = 27 new new

yxy, ..., P is generated in the following way:

Foreachi=1,2,...,k

i

new _ { ¢+ R (22— x¢) ifrand < C (33)

otherwise

Where R is a constant factor which controls the amplification of the diferential variation

and C' is the cross-over probability.
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3.3 Initialization procedure

Initialization process is responsible to initialize all the different parameters of the general pro-

cess, of the genetic operator and the multi-objective optimization engine such as:

e Parameters of the process:

- Maximum number of generations.
- Number of variables (number of transistors to size: {W1y, Wa, ..., W}).

- Number of objectives (electrical parameters to improve: gain, band width,

offset, etc.).

- Limit maximum and minimum of each variable ({ Limit Hy, LimitHo, . . ., Limit Hy }
and {LimitLl, LimitLQ, e ,Limith}).

- Create the first generation randomly inside thes bound limits.
e Parameters of the genetic operators:

- For cross-over / mutation : probability of cross-over (90%), probability of

mutation (10%) and a perturbing factor o (5%).

- For DE: R (50%) and C' (100%).
e Parameters of multi-objective optimization engine:

- For NSGA-II: Number of solutions (N).

- For MOEA/D: Number of solutions (H, exposed in section 2.3).

The proposed system is based on sizing widths of transistors so that the first step consits to
build a SPICE netlist from a previous selected circuit where each transistor width is a variable
named W;, for ¢ = 1,2,...,k, and k is the number of transistors to sized. Furthermore it is
possible to optimize all transistors in the analog circuit under design. Next is an example of the

netlist as an input to the proposed optimization system:
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* TEST CIRCUIT
VD VDD 0 DC 1.5
VS VSS0DC-1.5
Iref 0 6 DC 50u
M1112 VDD MODP L=1u W=W1
M3 21X VDD MODP L=1u W=W2
M5 33 VDD VDD MODP L=1u W=W3

.END

From this example is important to note how the variables needs to be named in a strict

sequence order but does not matter which transistor has which variable.

3.4 Performances measurements

To measure the different performances (objectives) it is necessary to link to the system a cir-
cuit simulator such as HSPICE, which is able to make measurements of electrical parameters.
According to the circuit topology, the measurement process to compute electrical performances
makes a few changes to the circuit, by adding some elements. In this case, for the unity gain
cells, unity gain is the main performance parameter and the bandwidth is hoped to be increased
but the gain must be conserved close to unity. To compute these performances an AC source
is added at the input port and the magnitude is measured at the output port. The other per-
formances that must be considered are input and output resistances, because they contribute
to parasitic effects producing losses. The measurement of these parameters is done by ap-
plying two-port networks. Using HSPICE, an AC analysis is performed with the statement
.MEASURE that defines results on successive simulations [30]. Measure instruction prints
user-defined electrical specifications of a circuit, and the results could be manipulated in a post-

processing step. The MEASURE basic syntaxes is [31]:

MEASURE < DC|AC|TRAN > resultname
+TRIG..TARG...

where resultname is the name chosen to save results, 7RI G identifies the beginning of trigger
specifications and T'A RG identifies the beginning of target specifications. The syntax could be

different depending of the type of measurement, and it is possible to use the next syntaxes too:
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MEASURE < DC|AC|TRAN > resultname
+ func outyeriapie < FROM = val >< TO = val >

where func is a specific function such as MIN, MAX or AVG, outy,qriqbie 1S Name of any
output variable whose function ( func) is measured through simulation. Finally, it is possible to
create a library which contains specific measurements for AC or DC analysis, next is shown an

example of such library:

.LIB MEASLIB * Library name
\AC dec 100 100 1G * Execute an AC Analysis
.TF V(X) VIN * Calculates DC parameters
NET V(X) VIN * Calculates AC parameters
.MEAS AC AV MAX Vdb(X) FROM=100 TO=100 *Calculating Gain in db
.MEAS AC bwy TRIG vdb(X) at=100 TARG Vdb(X) VAL="av-3’ cross=1  *Calculating f_34p
.MEAS AC AVLin MAX V(X) FROM=100 TO=100 *Calculating Linear Gain
MEAS AC zin MAX zin(mag) FROM="bwvf / 10’ TO="bwv{ / 10’ *Calculating Zi, in 15342
.MEAS AC Zi2 MAX zin(mAG) FROM=100 TO=100 *Calculating Z;,, in 100 Hz
.MEAS AC ZOut MAX zOUT(mAG) FROM=100 TO=100 *Calculating Zoy¢ in 100 Hz
DCVIN 1.5-1.5.01 *Execute a DC Analysis
.MEAS DC OFFSET TRIG V(x) at=0 targ v(x) val=0 cross=1 *Calculating offset

.ENDL MEASLIB
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Chapter 4

CIRCUIT OPTIMIZATION

It were selected six circuits already synthesized in [2] to be optimized: three voltage followers
(VFj4, VFpand V F¢) and three voltage mirrors (VM 4, VMp and VM) [8]. In Fig. 4.1
are shown these selected circuits which are going to be optimized by NSGA-II and MOEA/D.
Finally, the results will be presented in different forms to understand the different interactions

among the objective functions.

There are two optimization stages: in the first one each circuit is biased with three different
currents I,y (10uA, 50puA and 100p.A4) and for two different transistor lengths for all transis-
tors (0.7um and 1pm). In the second stage are selected five circuits with the best performances
and are tested under the same bias conditions (,.; = 5014A4) and the same transistor length

(1pm). For each electrical measurements there is a load capacitor of 1pF.

4.1 First Stage

In this stage the six circuits shown in Fig. 4.1 are under three different current bias (10uA,
501 A and 100 A) and each one with two different transistor lengths (0.7um and 1um) there-
fore we have for each circuit six different combinations. The variables for the optimization
problem will be widths of the transistors and for each circuit is proposed a different number of
variables. In this manner, it is possible to cover different conditions for the optimizer and to see

in each case its behavior. The parameters for both methods are the same.
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Figure 4.1: Selected Circuits for optimization
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- N=50

- Number maximum of generations=20

- DE [29] like genetic operator.

- Lower limit of variables 0.35um and Upper Limit of variables 300um

- Generation of initial population randomly between Lower and Upper Limit.
- Optimize three objectives: gain, band width and offset

- Constraint: every transistor in saturation condition.

In Fig 4.1(a) is depicted the schematic of a voltage follower (V' F'4)and for this circuit all
NMOS transistors have the same width and the PMOS have the same width too then there are
only two variables in the optimization problem. In this manner Table 4.1 shows the transistors

who are affected for which variable.

Table 4.1: Variables for V' F'4 in optimization process

Variable Name Transistors
Wi MA,, MAy, M Az, M3 M4
Wy MBq, M By, M Bs, M By, M1 M2

In Fig 4.1(b) is depicted the schematic of a voltage mirror (V' M 4) and there are five vari-
ables for its optimization process. Table 4.2 shows the transistors who are affected for which

variable.

Table 4.2: Variables for V' M 4 in optimization process

Variable Name Transistors
Wi MA, MAy, M Az, M3 M4
Wo MB1, M By, M By, M By, M1 M2
Ws MA
Wy MB
Ws MC

After in Fig 4.1(c) is depicted the schematic of other voltage follower (V F'5) which has for

its optimization process. Table 4.3 shows the transistors who are affected for which variable.
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Table 4.3: Variables for V' F'g in optimization process

Variable Name Transistors
Wi MA;, MAy, M Az , M3 M4
Wy MBq, M By, M Bs, M By, M1 M2

Fig 4.1(d) shows a voltage mirror (V Mp) which has seven variables how is shown in Table
4.4,

Table 4.4: Variables for V' Mp in optimization process

Variable Name Transistors
W1 MAy, MAs, M Az , M3 M4
Wo MBy, M By, M B3, M By, M1 M2
Ws MA
Wy MB
W MC

In in Fig 4.1(e) is depicted the schematic of a voltage follower (V F(o) which has six vari-

ables for its optimization process how is shown in Table 4.5.

Table 4.5: Variables for V F in optimization process

Variable Name Transistors
Wi MA, MAy, M As
Wo MBy, M Bs, M Bs, M By
Ws M1
Wy M?2
Ws M3
We M4

In in Fig 4.1(f) is depicted the last schematic of a voltage mirror (V' M) which has six

variables for its optimization process how is shown in Table 4.6.

After the optimization process, in Tables 4.7-4.18 are selected, for each circuit and for both

optimization methods the three best found solutions. In Figs. 4.2- 4.13 are depicted the Pareto
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Table 4.6: Variables for V' M in optimization process

Variable Name Transistors

%% MAy, MAy, M As
Wy MBi, MBy, M Bs, M By
W3 M1

Wy M2

Ws M3

We M4

Wy MA

Ws MB

Wy MC

Front achieved for MOEA/D and NSGA-II for each circuit and for their six combinations which

are labeled as follows:
a) Iref=10pA and L = 0.7um
b) Iref=50puA and L = 0.7um
¢) Iref=100pA and L = 0.7um
d) Iref=10uA and L = 1um
e) Iref=50pA and L = 1um

f) Iref=100pA and L = 1um
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Table 4.7: Best points for V F)4 with MOEA/D

L ey | Wiem | waem) | [¥] [ oFF ) [ BW@2) | Ri@ [ Ro@
0.7pm | 10pA | 405E-05 | 3.71E-05 | 9.90E-01 | 3.73E-03 | 5.15E+07 | 3.50E+05 | 3.36E+03
0.7pm | 10pA | 271E-05 | 2.97E-05 | 9.89E-01 | 348E-03 | 5.23E+07 | 3.58E+05 | 3.65E+03
0.7pm | 10puA | 146E-06 | 7.81E-05 | 9.81E-01 | -194E-05 | 2.95E+07 | 342E+05 | 6.40E+03
0.7pm | 50puA | 2.03B-04 | 2.39E-04 | 9.90E-01 | 3.73E-03 | 9.33E+07 | 6.92E+04 | 6.74E+02
0.7 pum | 50pA | 7.12B-05 | 5.62E-05 | 9.88E-01 | 3.09E-03 | 148E+08 | 7.34E+04 | 844E+02
0.7 pum | S0pA | 742E-06 | 2.76E-04 | 981E-01 | 261E-05 | 6.93E+07 | 6.84E+04 | 1.28E+03
0.7 um | 100 uA | 2.99E-04 | 2.90E-04 | 9.89E-01 | 3.55E-03 | 1.32E+08 | 3.58E+04 | 3.56E+02
0.7pum | 100 A | 9.90E-05 | 1.0SE-04 | 9.87E-01 | 2.82E-03 | 2.06E+08 | 3.65E+04 | 4.67E+02
0.7pm | 100 uA | 1.25B-05 | 1.70E-04 | 9.77E-01 | 5.56E-06 | 1.42E+08 | 2.91E+04 | 6.74E+02

Lum | 10pA | S63E05 | 1.34E-04 | 9.95E-01 | 2.31E-03 | 3.41E+07 | 6.15E+05 | 2.96E+03
Lum | 10pA | 338E-05 | 2.52E-05 | 9.94E-01 | 2.17E-03 | 4.62E+07 | 5.93E+05 | 3.40E+03
Lum | 10pA | 1.OGE-06 | 8.85E-05 | 9.86E-01 | 1.98E-06 | 2.35E+07 | 3.72E+05 | 530E+03
Lpm | SOpA | 2.86E-04 | 299E-04 | 9.95E-01 | 2.32B-03 | 6.57E+07 | 1.22E+05 | 6.01E+02
Lpm | SOpA | 434B-05 | 522E-05 | 9.90E-01 | 1.72B-03 | 1.25E+08 | 9.66E+04 | 9.73E+02
Lpm | SOpA | S.60E-06 | 2.57E-04 | 9.85E-01 | 9.88E-05 | 5.56E+07 | 7.26E+04 | 1.12E+03
Lpm | 100 A | 2.99E-04 | 2.89E-04 | 9.94E-01 | 2.13E-03 | 1.06E+08 | 6.01E+04 | 346E+02
Ipum | 100 uA | 630E-05 | 523B-05 | 9.82B-01 | 1.90E-03 | 1.83E+08 | 2.75E+04 | 527E+02
L pum | 100 uA | 9.80E-06 | 2.78E-04 | 9.76E-01 | 4.08E-05 | 8.76E+07 | 2.39E+04 | 582E+02
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Figure 4.2: Pareto Front for six combinations of V' F4 optimized by MOEA/D
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Figure 4.3: Pareto Front for six combinations of V F'g optimized by MOEA/D
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Figure 4.5: Pareto Front for six combinations of V' M 4 optimized by MOEA/D
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Table 4.8: Best points for V F'g with MOEA/D

L Ly | Wlm) | W2(m) ‘ %' OFF (V) | BW(Hz) | Rr () | Ro (Q)
07pum | 10puA | 6.11E-06 | 2.55E-06 | 9.76E-01 | -3.69E-03 | 7.27E+06 | 2.31E+09 | 2.09E+04
07pum | 10pA | 3.14B-05 | 1.85E-05 | 9.76E-01 | 7.32E-03 | 1.33E+07 | 2.68E+08 | 1.49E+04
07pum | 10puA | 1.29E-05 | 4.04E-06 | 9.74E-01 | -1.88E-06 | 1.00E+07 | 7.81E+08 | 2.00E+04
07pum | 50puA | 7.08B-05 | 9.28E-05 | 9.79E-01 | 6.25E-03 | 4.44B+07 | 1.06E+08 | 2.88E+03
07pum | 50puA | 444B-05 | 545E05 | 9.76E-01 | 4.60E-03 | 4.64B+07 | 1.34E+08 | 3.43E+03
07pum | 50puA | 1.54B-05 | 4.15E-05 | 9.71E-01 | -2.04B-05 | 4.32B+07 | 1.98E+08 | 4.12E+03
07 um | 100 uA | 1.18B-04 | 1.86E-04 | 9.79E-01 | 5.98E-03 | 6.37B+07 | 6.26E+07 | 1.44E+03
0.7 um | 100 uA | 4.79B-05 | 5.40E-05 | 9.73E-01 | 1.61E-03 | 7.42B+07 | 1.32E+08 | 2.10E+03
0.7 um | 100 A | 3.32B-05 | 5.84E-05 | 9.71E-01 | 3.03E-05 | 7.36B+07 | 1.41E+08 | 2.15E+03

lum | 10pA | 229B-05 | 2.75E-05 | 9.86E-01 | 3.87E-03 | 1.24E+07 | 1.44E+08 | 1.54E+04
lum | 10puA | 2.35E-05 | 2.74E-05 | 9.86E-01 | 3.90E-03 | 1.24E+07 | 1.44E+08 | 1.54E+04
lum | 10puA | 9.39E-06 | 6.04E-06 | 9.81E-01 | -1.86E-06 | 9.45E+06 | 3.92E+08 | 2.39E+04
lum | SOpuA | 949E-05 | 1.36E-04 | 9.88E-01 | 3.93E-03 | 3.57E+07 | S.26E+07 | 2.78E+03
lum | S0puA | 401E-05 | 5.13E-05 | 9.85E-01 | 1.76E-03 | 4.05B+07 | 8.34E+07 | 3.78E+03
lum | S0puA | 2.27E-05 | 5.52E-05 | 9.82E-01 | -5.89B-07 | 3.96E+07 | 8.79E+07 | 4.00E+03
lpum | 100 gA | 1.93E-04 | 2.73E-04 | 9.88E-01 | 3.96E-03 | 4.60B+07 | 2.73E+07 | 1.38E+03
lum | 100 gA | 2.92E-05 | 8.02E-05 | 9.69E-01 | -2.89B-03 | 6.33B+07 | 5.69E+07 | 2.19E+03
lum | 100 gA | 4.32B-05 | 1.07E-04 | 9.82B-01 | 2.16E-06 | 6.23B+07 | 4.96E+07 | 1.98E+03

41
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Table 4.9: Best points for V Fo with MOEA/D

L Iy Wil(m) | W2(m) | W3(m) | Wd(m) | W5(m) | WM4 (m) Awi OFF (V) | BW (H>2) Rr () Ro ()
0.7 um | 10 nA | 6.05E-06 | 2.24E-05 | 2.50E-05 | 8.78E-05 | 9.60E-05 | 9.08E-05 | 9.87E-01 1.59E-01 | 3.06E+07 | 9.18E+09 | 2.88E+03
0.7 um | 10 nA | 2.74E-05 | 1.64E-05 | 1.57E-05 | 5.20E-05 | 1.06E-04 | 6.47E-05 | 9.86E-01 | 1.45E-01 | 3.78E+07 | 9.36E+09 | 3.22E+03
0.7 pm | 10 nA | 3.80E-05 | 2.30E-06 | 2.57E-06 | 5.89E-05 | 1.02E-04 | 8.32E-05 | 9.83E-01 | -3.39E-05 | 2.75E+07 | 1.00E+10 | 4.01E+03
0.7 pum | 50 pA | 5.37E-05 | 1.05E-04 | 1.57E-04 | 1.31E-04 | 2.84E-04 | 2.90E-04 | 9.87E-01 | 1.87E-01 | 8.15E+07 | 2.38E+09 | 6.26E+02
0.7 um | 50 A | 2.16E-04 | 1.01E-04 | 1.20E-04 | 1.45E-04 | 1.30E-04 | 1.39E-04 | 9.84E-01 | 2.25E-01 | 9.62E+07 | 3.91E+09 | 7.18E+02
0.7 pum | 50 pA | 1.38E-04 | 3.15E-06 | 1.08E-05 | 2.43E-04 | 3.42E-05 | 2.58E-04 | 9.80E-O1 | -2.44E-06 | 6.71E+07 | 1.00E+10 | 1.05E+03
0.7 pm | 100 pA | 2.16E-05 | 2.39E-04 | 1.71E-04 | 4.60E-05 | 2.92E-04 | 2.24E-04 | 9.86E-01 | 2.21E-01 | 9.03E+07 | 2.23E+09 | 3.50E+02
0.7 pm | 100 A | 1.71E-04 | 6.67E-05 | 4.40E-05 | 8.63E-05 | 2.15E-04 | 1.37E-04 | 9.83E-01 | 1.68E-01 | 1.56E+08 | 4.09E+09 | 4.82E+02
0.7 pm | 100 A | 1.07E-04 | 1.48E-05 | 1.04E-05 | 1.01E-04 | 2.26E-04 | 1.32E-04 | 9.79E-01 | 5.89E-03 | 1.20E+08 | 4.67E+09 | 1.01E+03

1 pm 10 nA | 3.06E-05 | 3.15E-05 | 3.75E-05 | 6.79E-05 | 1.43E-04 | 1.12E-04 | 9.93E-01 | 1.73E-01 | 3.04E+07 | 6.31E+09 | 3.01E+03
1 pm 10 nA | 5.16E-05 | 4.05E-05 | 2.81E-05 | 6.42E-05 | 8.07E-05 | 3.80E-05 | 9.93E-01 | 2.17E-01 | 3.41E+07 | 1.00E+10 | 3.32E+03
1 pm 10 nA | 7.14E-06 | 1.81E-06 | 2.63E-06 | 1.40E-05 | 3.65E-05 | 7.07E-05 | 9.90E-01 | -5.88E-05 | 2.15E+07 | 1.00E+10 | 4.49E+03
1 pm 50 pA | 3.44E-05 | 1.35E-04 | 1.23E-04 | 2.86E-04 | 2.99E-04 | 2.31E-04 | 9.93E-01 | 2.05E-01 | 6.08E+07 | 2.55E+09 | 6.22E+02
1 pm 50 A | 1.72E-04 | 1.03E-04 | 1.22E-04 | 1.66E-04 | 1.81E-04 | 1.64E-04 | 9.92E-01 | 2.23E-01 | 7.83E+07 | 3.37E+09 | 6.76E+02
1 pm 50 pA | 2.15E-04 | 1.10E-05 | 1.05E-05 | 1.22E-04 | 2.37E-04 | 2.53E-04 | 9.88E-01 | -1.26E-06 | 5.44E+07 | 4.65E+09 | 1.94E+03
1 pm 100 pA | 4.88E-05 | 2.50E-04 | 2.89E-04 | 7.77E-05 | 2.86E-04 | 2.99E-04 | 9.92E-01 | 2.43E-01 | 837E+07 | 1.73E+09 | 3.33E+02
1 pm 100 pA | 2.94E-04 | 3.47E-05 | 5.62E-05 | 1.22E-04 | 1.05E-04 | 1.72E-04 | 9.88E-01 | 1.81E-01 | 1.19E+08 | 6.00E+09 | 6.40E+02
1 pm 100 pA | 2.75E-04 | 9.71E-06 | 1.39E-05 | 2.80E-04 | 5.17E-05 | 7.85E-05 | 9.83E-01 | 7.98E-02 | 8.81E+07 | 1.00E+10 | 8.44E+02
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Table 4.11: Best points for V Mp with MOEA/D

L I | Wl(m) | W2(m) | M3(m) | Md(m) | M5 (m) 73 OFF (V) | BW(Hz) | R; () | Ro (Q)
0.7um | 10puA | 439B-05 | 1.42E-05 | 1.51E-04 | 6.26E-05 | 2.23E-06 | 1.00E+00 | -2.35E-01 | 1.60E+08 | 3.25E+08 | 1.01E+03
0.7um | 10uA | 1.92B-05 | 1.15E-05 | 7.95E-05 | 2.89E-05 | 1.97B-05 | 9.30E-01 | -1.62E-01 | 1.87E+08 | 6.99E+08 | 9.64E+02
07um | 10uA | 6.90E-06 | 8.40E-06 | 5.21E-05 | 1.79E-05 | 2.70E-05 | 9.11E-01 | -1.1SE-01 | 1.80E+08 | 1.13E+09 | 8.99E+02
07pum | 50puA | 2.03B-05 | 1.75SE-05 | 1.47E-04 | 5.92E-05 | 6.25E-05 | 1.00E+00 | -1.94E-01 | 3.41E+08 | 3.43E+08 | 2.56E+02
07pum | S0puA | 2.29E-05 | 3.28E-05 | 1.62E-04 | 6.62E-05 | 1.96E-05 | 9.97E-01 | -2.21E-01 | 3.72E+08 | 3.07E+08 | 2.07E+02
07pum | 50puA | 4.02B-05 | 2.04E-05 | 4.17B-05 | 1.42E05 | 1.69E-04 | 9.94E-01 | 2.28E-04 | 2.00E+08 | 1.50E+09 | 2.26E+02
0.7 um | 100 A | 2.26B-05 | 6.36E-05 | 1.73E-04 | 5.60E-05 | 2.36E-04 | 1.00E+00 | 5.01E-02 | 3.27E+08 | 3.76E+08 | 1.14E+02
0.7 um | 100 A | 8.68E-05 | 3.77E-05 | 2.21E-04 | 8.26E-05 | 1.92E-04 | 9.60B-01 | -1.55E-01 | 3.76E+08 | 2.46E+08 | 1.09E+02
0.7 um | 100 A | 2.61E-05 | 5.55E-05 | 1.99E-04 | 6.78E-05 | 2.72E-04 | 1.00E+00 | 2.75E-05 | 3.35E+08 | 3.05E+08 | 1.14B+02

lum | 10pA | 4.78B-05 | 1.69E-05 | 1.64E-04 | 6.47E-05 | 1.83B-05 | 1.00E+00 | -2.24E-01 | 1.42E+08 | 2.23E+08 | 7.32B+02
lum | 10pA | 2.78B-05 | 1.12E-05 | 1.71E-04 | 5.62E-05 | 1.28B-06 | 9.01E-01 | -1.29E-01 | 1.54E+08 | 2.53E+08 | 7.29E+02
lum | 10puA | 3.83B-06 | 1.53E-05 | 1.16E-04 | 3.48E-05 | 1.03B-04 | 9.26E-01 | 127E-03 | 1.10E+08 | 4.09E+08 | 1.94E+03
Lum | SOpuA | 2.77B-05 | 1.34E-04 | 2.97E-04 | 1.11IE-04 | 1.94E-04 | 1.00E+00 | -1.61E-01 | 2.18E+08 | 1.28E+08 | 1.11E+02
Lum | SOpuA | 425B-05 | 5.28E-05 | 2.89E-04 | 1.06E-04 | 9.64E-05 | 9.66E-01 | -1.72E-01 | 2.57E+08 | 1.35E+08 | 1.26E+02
lum | SO0puA | L54E05 | 1.17E-04 | 1.00E-04 | 3.23E-05 | 1.08E-04 | 9.90E-01 | -2.94E-04 | 1.95E+08 | 4.41E+08 | 1.30E+02
Lum | 100 gA | 1.23E-04 | 8.82E-05 | 2.71E-04 | 1.0SE-04 | 1.26E-04 | 1.00E+00 | -2.06E-01 | 2.91E+08 | 1.37E+08 | 7.49E+01
lum | 100 gA | 1.23E-04 | 8.82E-05 | 2.71E-04 | 1.0SE-04 | 1.26E-04 | 1.00E+00 | -2.06E-01 | 2.91E+08 | 1.37E+08 | 7.49E+01
Lum | 100 gA | 3.07E-05 | 1.55E-04 | 2.14B-04 | 6.55E-05 | 1.84E-04 | 9.43E-01 | -7.56E-05 | 2.55E+08 | 2.19E+08 | 6.31E+01
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T0+H0T°€ | PO+HCLT | 80+d8Y'l | €0°996T- | 00+H90°T | vO-HIIT | SOHITL | v0-HSOT | v0-dL0T | $0-HOTT | 90°dLyT | SO-HISE | soHeEr | S0-HL09 | vrol wrl |
T0+9S9T | YO+AGIT | 80+HLOT | 10°H6TT- | 10°986'6 | SO-H90'8 | SOHIEY | pO-HOST | vO-H6I'T | SO-HITL | SOH6TS | SO-HLTY | S0-HOSE | SO-HIS | vrol wrl |
TO+ALST | PO+EOPT | 80+HS6'I | 10°96TT- | 00+H00°TT | vO-HOI'T | SOHILS | vO-HIVT | vOHITT | S0-H6S'8 | s0-H6L9 | SO-APSE | so-deTe | So-HOKS | vrol wrl |
10+82S°C | PO+HCLT | S0+HISE | TOH6S'S- | 10°HEE6 | pO-H68T | SO-H68T | SO-H6E'® | SO-HLO9 | PO-HEST | SO-HOS® | SO-HOSY | v0-HET | p0-ALET | vr o0l | wr Lo
10+92ST | pO+ETLT | 8O+HISE | TOH6SS- | T0-HEEG | vO-H68'T | SO-H68T | SO-H6ES | SOHLYO | vO-HEST | SOHOSS | SO-HOSY | tO-HEYT | p0-HLET | vrool | wr Lo
10+85T°€ | €O+ApLY | 80+H8P'S | 10°HT81- | 10°9pS6 | SO-HSGL | SOHESS | pO-HSIT | vO-HTOT | PO-HEGT | SOHIO6 | SO-HISG | vO-H6P1 | So”ITL | vr ool | wr Lo
10+92CC €0+d6T Y 80+496't 10-96T°C- 00+300°1 Y0-dT8'l Y0-420'1 Y0-H6£°C Y0-HC8'1 YO-HI18'1 ¥0-d89°l YO-HTE'1 +0-H80°1 Y0-dy€'C v 001 wrf £
10+8.8°S | $O+ESIT | 80+H8TE | SO-H09'€- | 00+H00'1 | vO-HLET | SO-HOTY | PO-HSLT | vO-H8YT | PO-AIST | 90°HEYL | PO-HOVT | vO-HL1 | p0-APET | vros | wr Lo
10+HL16 | pO+ESO'T | 80+HTYE | SOAPI'E- | 00+HIOT | v0-HCI'T | SO-H6K'9 | vO-HS8T | YOHSET | vO-APGT | 90-HPSS | pO-HECT | vO-HOS'T | pO-HLET | vros | wrpro
10+968'9 | €0+AyLy | 80+HSTH | 10°9T91- | 10°98T6 | SO-H90S | vO-HSO'T | pO-HEST | vOHITT | PO-HCOT | SOHOPY | PO-HEI'T | v0-H69'1 | vO-HIST | vros | wr Lo
10+H€C9 | pO+EGIT | 80+H6TE | €0-HITT | 00+HOOT | vO-HOE'T | SO-HSI'O | vO-HLLT | $OH6ET | vO-HTOT | 90HTY'L | vO-HOST | +OH6ET | vO-HLET | vros | wrro
T0+aPIT | SO+HEOT | 80+HIYT | TO-HOSI- | 10HTL6 | vO-HOET | SOHEYT | SO-HSLY | SO-HLY'9 | SOHEIS | SO-HYTl | SOo-HPIT | SO-H98T | S0-HOEY | vrol | wr Lo
TO+HEPT | SO+HOYT | SO+HSTT | €0-HIGS | 108996 | pO-HOI'T | SO-HTIT | SOHLTE | SO-HLS | So-@pLY | SO-EPOT | soHSET | S0-HLTT | so-A9LE | vror | wrl Lo
T0+99Y°€ | PO+E96'T | 80+ALTT | 10°9TYl- | 10°98T6 | vO-HSTT | SOHLOY | v0-H9TT | SO-AL99 | SO-Hb'S | SOH9E9 | S0-HOIT | so-”H6LT | so-Hfse | vror | wrrg
T0+A10€ | PO+AGTT | 80+HTOT | 10°MSTT- | 00+HO0T | YO-HIIT | SOHLYY | vO-HOI'T | SOH6E'S | SO0-H68'¢ | SO-H80Y | SO-HITT | So-HOyT | so-HTTe | vror | wripo
©) %y @Iy | H)md | (A 440 4 7 6M M LM 9IM M L2 €M w M foq 1

A/VAOIW Yim 7y A 103 siutod 189¢ 71t S[qeL
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CHAPTER 4. CIRCUIT OPTIMIZATION

Table 4.13: Best points for V F'4 with NSGA-II

L Les | Wlm) | W2(m) | ﬂ OFF (V) | BW(Hz) | R; () | Ro ()
07pum | 10pA | 4.00E-05 | 3.31E-05 | 9.90E-01 | 3.72E-03 | 5.18E+07 | 3.51E+05 | 3.37E+03
07um | 10pA | 3.04B-05 | 2.70E-05 | 9.89E-01 | 3.56E-03 | 5.23E+07 | 3.58E+05 | 3.5SE+03
07um | 10pA | 2.57B-06 | 9.01E-06 | 9.79E-01 | 1.44E-03 | 2.81E+07 | 3.04E+05 | 6.74E+03
07pum | 50pA | 9.95E-05 | 6.73E:05 | 9.89E-01 | 3.32E-03 | 1.40E+08 | 7.35E+04 | 7.76B+02
07pum | 50puA | 445B-05 | 3.89E-05 | 9.86E-01 | 2.76E-03 | 1.54E+08 | 7.03E+04 | 9.59E+02
07pum | 50pA | 1.31B-05 | 2.17E-05 | 9.70E-01 | 1.98E-03 | 1.25E+08 | 4.18E+04 | 1.31E+03
0.7 um | 100 uA | 9.39B-05 | 9.42E-05 | 9.87E-01 | 2.79E-03 | 2.10E+08 | 3.61E+04 | 4.74B+02
0.7 um | 100 uA | 6.06B-05 | 4.04E-05 | 9.81E-01 | 2.62E-03 | 2.29E+08 | 2.65E+04 | 5.26B+02
0.7 um | 100 A | 2.52B-05 | 4.03E-05 | 9.67E-01 | 2.04E-03 | 2.11E+08 | 1.92E+04 | 6.56E+02

lum | 10pA | 5.42B-05 | 6.51E-05 | 9.95E-01 | 2.30B-03 | 4.12E+07 | 6.10E+05 | 3.03E+03
lum | 10puA | 2.63E-05 | 2.47E-05 | 9.94E-01 | 2.08E-03 | 4.63E+07 | 5.93E+05 | 3.58E+03
lum | 10puA | 117E-05 | 5.01E-06 | 9.85E-01 | 2.08E-03 | 3.60E+07 | 2.85E+05 | 4.48E+03
lum | S0puA | 975E-05 | 9.79E-05 | 9.93E-01 | 1.99E-03 | 1.09E+08 | 1.16E+05 | 7.73E+02
lum | 50puA | 4.18E-05 | 3.34E-05 | 9.88E-01 | 1.81E-03 | 1.27E+08 | 7.62E+04 | 9.83E+02
lum | 50pA | 1.62B-05 | 3.00E-05 | 9.74E-01 | 1.74E-03 | 1.14E+08 | 4.52E+04 | 1.24E+03
lpum | 100 uA | 9.84E-05 | 9.91E-05 | 9.91E-01 | 1.78E-03 | 1.66E+08 | 4.84E+04 | 4.70B+02
lpm | 100 gA | 5.51E-05 | 4.15E-05 | 9.70E-01 | 2.30E-03 | 1.86E+08 | 1.75E+04 | 5.42B+02
1um | 100 uA | 2.80E-05 | 4.96E-05 | 9.59E-01 | 2.19E-03 | 1.74E+08 | 1.51E+04 | 6.42B+02




4.1. FIRST STAGE

Table 4.14: Best points for V F'p with NSGA-II

L Ly | Wlm) | W2(m) ‘ ﬂ OFF (V) | BW(Hz) | Rr () | Ro (Q)
07pum | 10puA | 126E-05 | 1.81E-05 | 9.76E-01 | 5.26E-03 | 1.25E+07 | 3.41E+05 | 1.61E+04
07pum | 10pA | 2.53E-05 | 1.84E05 | 9.76E-01 | 6.87E-03 | 1.33E+07 | 2.68E+05 | 1.51E+04
07pum | 10puA | 449E-06 | 1.35E-06 | 9.72E-01 | -S.69E-03 | 6.03E+06 | 8.10E+06 | 2.48E+04
07pm | 50puA | 7.26B-05 | 9.28E-05 | 9.79E-01 | 6.29E-03 | 4.43E+07 | 3.95E+04 | 2.87E+03
07pum | 50puA | 4.57B-05 | 5.14E05 | 9.76E-01 | 4.58E-03 | 4.64B+07 | 4.37E+04 | 3.46E+03
07pm | 50pA | 1.12B-05 | 436E-06 | 9.51E-01 | -8.59B-03 | 2.34B+07 | 7.37E+05 | 6.48E+03
0.7 um | 100 uA | 9.77B-05 | 9.91E-05 | 9.77E-01 | 4.79E-03 | 7.09B+07 | 1.90E+04 | 1.70E+03
0.7 um | 100 A | 5.16B-05 | 6.53E-05 | 9.74E-01 | 2.27E-03 | 7.46B+07 | 2.38E+04 | 2.00E+03
0.7 um | 100 A | 2.33E-05 | 6.11E-06 | 9.44E-01 | -7.11E-03 | 4.40E+07 | 2.20E+05 | 3.54E+03

lum | 10pA | 2.60B-05 | 2.27E-05 | 9.86E-01 | 3.94E-03 | 1.23E+07 | 1.94E+05 | 1.58E+04
lum | 10puA | 3.11E-05 | 2.67E-05 | 9.86E-01 | 4.30E-03 | 1.24E+07 | 1.89E+05 | 1.54E+04
lum | 10puA | 3.29E-06 | 9.83E-06 | 9.29E-01 | -1.24E-02 | 2.45E+06 | 9.94E+06 | 5.42E+04
lum | SOpuA | 946E-05 | 9.96E-05 | 9.88E-01 | 3.73E-03 | 3.72B+07 | 3.53E+04 | 2.94E+03
lum | 50puA | 4.33E-05 | 5.40E-05 | 9.85E-01 | 1.98E-03 | 4.05B+07 | 3.97E+04 | 3.71E+03
lum | 50puA | 3.78E-05 | 1.02E-05 | 9.76E-01 | 6.94E-04 | 3.33B+07 | 7.69E+04 | 5.98E+03
lum | 100 gA | 9.16E-05 | 9.93E-05 | 9.85E-01 | 2.12E-03 | 6.05B+07 | 1.87E+04 | 1.84E+03
lum | 100 uA | 4.38E-05 | 7.49E-05 | 9.81E-01 | -4.06B-04 | 6.35B+07 | 2.17E+04 | 2.12E+03
1um | 100 uA | 2.83E-05 | 7.86E-06 | 9.47E-01 | -5.24B-03 | 4.28B+07 | 1.38E+05 | 3.52E+03
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Table 4.15: Best points for V Fo with NSGA-II

Lx Iref w1 wM2 | wMm3 w4 W5 w6 _ L i OFF (V) | BW(H2) | R; (@ | Ro @
07pm | 10pA | 198E-05 | 3.17E-05 | 3.60E-05 | 740E-05 | 6.49E-05 | 5.63E-05 | 9.86E-01 | 1.99E-01 | 3.73E+07 | 1.OOE+10 | 2.91E+03
07pum | 10uA | 140E-05 | 2.61E05 | 3.94E-05 | 6.17E-05 | 4.82E-05 | 5.12E-05 | 9.86E-01 | 2.07E-01 | 3.99E+07 | L.OOE+10 | 3.04E+03
07pum | 10pA | 2.15E05 | 9.93E-07 | 1.94E-06 | 4.04E-05 | 1.52E-05 | 4.50E-05 | 9.80E-01 | 2.66E-03 | 2.75E+07 | 1.00E+10 | 4.96E+03
07pum | SOuA | S.64E05 | 9.08E-05 | 1.02E-04 | 6.97E-05 | 2.53E-04 | 2.35E-04 | 9.86E-01 | 1.81E-01 | 8.77E+07 | 3.00E+09 | 6.19E+02
07um | S0uA | 6.06E-05 | 8.91E-05 | 3.44E-05 | 148E-04 | 1.30E-04 | 4.76E-05 | 9.84E-01 | 2.23E-01 | 1.OTE+08 | 6.36E+09 | 7.78E+02
07um | S0uA | 1.I6E-04 | 9.61E-06 | 1.ISE0S | 2.95E-04 | 2.68E-04 | 2.86E-04 | 9.83E-01 | 6.85E-03 | 6.57E+07 | 4.06E+09 | 8.53E+02
0.7 um | 100 uA | 442E-05 | 1.70E-04 | 1.70E-04 | 1.31E-04 | 2.88E-04 | 2.63E-04 | 9.86E-01 | 2.08E-01 | L.I6E+08 | 2.23E+09 | 3.36E+02
07 pum | 100 uA | 1.18E-04 | 1.20E-04 | 1.0SE-04 | 145E-04 | 1.98E-04 | 1.46E-04 | 9.84E-01 | 2.17E-01 | 1.52E+08 | 3.33E+09 | 3.79E+02
0.7 um | 100 uA | 228E-04 | 136E-05 | 1.23E-05 | 3.00E-04 | 2.24E-04 | 2.36E-04 | 9.78E-01 | -7.91E-03 | 9.77E+07 | 4.57E+09 | 9.87E+02

Ium | 10uA | 7.67E06 | 4.54E-05 | 335E-05 | 9.79E-05 | 1.45E-04 | 9.40E-05 | 9.93E-01 | 1.83E-01 | 2.53E+07 | 6.42E+09 | 2.73E+03
Ipum | 10pA | 3.11E-05 | 28505 | 2.13E-05 | 5.39E-05 | 1.17E-04 | 534E-05 | 9.93E-01 | 1.81E-01 | 342E+07 | 8.35E+09 | 3.35E+03
Lpm | 10pA | 3.14E05 | 432E-06 | 3.74E-06 | 1.14E-04 | 1.26E-04 | 1.27E-04 | 9.87E-01 | 2.58E-02 | 1.37E+07 | 9.29E+09 | 1.23E+04
Lpm | 50puA | 40205 | 1.76E-04 | 2.05E-04 | 2.94E-04 | 2.92E-04 | 2.89E-04 | 9.93E01 | 2.19E-01 | 5.43E+07 | 2.10E+09 | 5.85E+02
Lpm | 50puA | 6.98E-05 | 5.26E-05 | 3.77E-05 | 1.38E-04 | 1.24E-04 | 7.66E-05 | 9.91E-01 | 2.07E-01 | 9.06E+07 | 6.51E+09 | 8.38E+02
Lpm | 50puA | 1.34E-04 | 1.62E-05 | 1.95E05 | 1.78E-04 | 1.98E-04 | 1.64E-04 | 9.91E-01 | 8.53E-02 | 7.60E+07 | 5.17E+09 | 9.56E+02
Lpum | 100 4A | 9.88E-05 | 2.01E-04 | 2.68E-04 | 1.78E-04 | 2.79E-04 | 2.92E-04 | 9.92E-01 | 237E-01 | 9.97E+07 | 1.82E+09 | 3.43E+02
Lpm | 100 A | 121E-04 | 1.17E-04 | 1.48E-04 | 920E-05 | 1.30E-04 | 1.43E-04 | 9.90E-01 | 2.64E-01 | 1.23E+08 | 3.43E+09 | 4.17E+02
Lpum | 100 gA | LO2E04 | 1.45E-05 | 1.49E-05 | 1.34E-04 | 1.25E-04 | 1.42E-04 | 9.86E-01 | 3.81E-02 | 9.98E+07 | 7.40E+09 | 1.10E+03
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4.1. FIRST STAGE

10+a1°S | 60+HEY'T | LOTHLL'S | TO-HS86'6 | 10-49€°6 | SO-H69+F | 90-A¥9€ | SO-ASTT | SO-H9¥'8 | SO-H0T9 | V001 | wrl |
TO+AIOT | 60+HSTT | 80+dZOl | 10-460T | 00+H60'T | SO-HES'S | 90-H6L'S | SO-HI'T | SO-HIE6 | SO-HLO'S | Vo0l | wr |
TO+AE0T | 60+AFFT | SO+HIOT | [0-HEIT | 10-H66'6 | SO-HLL'G | 90-H8S'S | SO-HES'T | SO-HOT'S | SO-HES'S | Vo0l | wr |
10+d6%°S | 60+d81°€ | LOTHL6'C | TO-HSE'E | 00+A¥0'T | SO-HEST | 90-A9ET | 90-AST'8 | SO-AIS'8 | S0-A8C6 | V70§ | wi |
10+dST°S | 60+d6S T | LOTHSS'L | TO-HP9Y | 00+A¥O'T | SO-AY9'S | 90-ALI'Y | SO-ALY'T | SO-AL¥'L | S0-HO0'S | V70§ | wil |
10+H6S°S | 60+HSL'T | LOHEEEE | TOAILT | T10-HOL'6 | SO-HOT6 | 90-HOL'T | 90-H89'6 | SO-HS6'8 | SO-HSE'6 | VoS | wr |
10+H6€'8 | 80+H96'C | 80+A9T'T | 10-HTS'I- | 00+HIO'T | SO-HOS'S | SO-HSG'T | SO-HSL'S | SO-H69'L | SO-HTT'S | vrol | wr|
10+HS8L | 80+H6ST | 80+A8S'T | 10-AFI'C- | 10-H6I'6 | SO-HC8'8 | SO-HLLT | SO-HL8'9 | SO-HOI'Y | SO-HKO'S | vroI | wr|
[0+H6€'8 | 80+H96'C | 80+A9T'T | 10-HCS'I- | 00+HIOT | SO-HIS'S | SO-H86'I | SO-HSL'S | SO-H69'L | SO-HTT'S | vror | wr|
I0+HIL'S | 60+dLTT | 80+AST'T | 10-HSO'T | 10-4TS'6 | SO-ALYL | 90-498% | SO-H99'L | SO-ASHFS | SO-H99+ | V7 o0l | wrl LQ
10+899°6 | 60+dpL’T | 80+HTOT | 10-H98'T | 10-H0T'6 | SO-A¥8'6 | 90-4S89 | SO-H6ST | SO-HIS'S | S0-A8S€ | V00l | wrl LQ
I0+H11'8 | 60+HEET | 8O+HST'T | T10-HIG'T | 00+HZO'L | SO-H6L9 | 90-dEYY | SO-HOS'I | SO-HIL'L | SO-A9IS | Vo0l | wrl LQ
TO+ACL'T | OI+HOO'T | LO+HLY'T | 10-9TET | 00+HTO'T | 90-HIEL | LO-H6TL | 90-HT8'T | SO-HOI'Y | SO-HIS'S | Wros | wr Lo
TOHHOS'T | OI+HO0'T | LO+H69'T | T0-AFET | 00+HZO'T | 90-HIE'L | LO-H6TL | 90-HTI8'T | SO-HS6'C | SO-HO6+ | v os | wr L
T0+APST | OT+HOO'T | LO+AEH'T | T0-L9T | T0-HO06'6 | SO-HIT'T | LO-H6T'L | 90-HT8'T | SO-HASSY | SO-AET'S | V7 os | wr L
T0+ATHT | 60+H89'6 | LO+A9TE | TO-HOT'9- | 10-H68'6 | SO-HISY | 90-HOT'T | 90-HTH'E | SO-HOO'L | SO-ASI'E | V7ol | wr L
TOHH6ET | 80+HCI'8 | SO+AEST | 10-H96'I- | T0-HFE'6 | SO-HSI'Y | SO-HOT'T | SO-HOT'E | SO-AYY'9 | S0-AE8T | V7ol | wr L
TOHATH'T | 60+H89°6 | LOHA9TE | TO-HOI'9- | 10-H68'6 | SO-HISY | 90-HOI'T | 90-HTH'€ | SO-HOO'L | SO-A8I'E | V7ol | wr L
) °g Wy | G ML | (LD A0 K 7 SM M €M ™ M Jaay X

II-VOSN WM Vi A 10§ siutod 189 9] 4 9[qRL
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Table 4.17: Best points for V Mp with NSGA-II

Lx Tref w1 w2 w3 W4 w5 i m OFF (V) | BW(H2) | Rr () | Ro©)
07 um | 10uA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
07 um | 10uA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
07 um | 10puA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
07 um | S0puA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
07um | 50 uA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
07um | 50 uA | 1.20E-05 | 2.64E-06 | 8.90E-06 | 2.94E-06 | 8.37E-05 | 1.06E+00 | 1.20E-01 | 6.25E+07 | 8.16E+09 | 1.07E+03
0.7 um | 100 uA | 7.80E-05 | 6.03E-06 | 1.41E-05 | 3.75E-06 | 9.19E-05 | 1.0IE+00 | 237E-01 | 1.34E+08 | 6.63E+09 | 1.47E+02
0.7 um | 100 uA | 446E-05 | 7.53E-05 | 9.84E-05 | 3.32E-05 | 8.80E-05 | 9.26E-01 | -7.70E-02 | 3.71E+08 | 6.16E+08 | 9.22E+01
0.7 um | 100 uA | 446E-05 | 7.53E-05 | 9.84E-05 | 3.32E-05 | 8.80E-05 | 9.26E-01 | -7.70E-02 | 3.71E+08 | 6.16E+08 | 9.22E+01

Lpm | 10p4A | 147E-05 | 6.96E-06 | 1.13E-05 | 341E-06 | 7.04E-05 | 9.81E-01 | 8.03E-02 | 6.90E+07 | 4.45E+09 | 6.84E+02
Lpm | 10p4A | 5.16E-05 | 2.18E-05 | 7.99E-05 | 2.81E-05 | 2.62E-05 | 9.36E-01 | -1.61E-01 | 1.36E+08 | 5.09E+08 | 6.30E+02
Tpm | 10pA | 147605 | 6.96E-06 | 1.13E-05 | 3.41E-06 | 7.04E-05 | 9.81E-01 | 8.03E-02 | 6.90E+07 | 445E+09 | 6.84E+02
Lpm | 50 uA | 7.49E-05 | 6.25E-05 | 4.59E-05 | 1.32E-05 | 7.16E-05 | 8.59E-01 | -2.70E-02 | 1.70E+08 | 1.09E+09 | 9.82E+01
Lpm | 50 uA | 7.49E-05 | 6.25E-05 | 4.59E-05 | 1.32E-05 | 7.16E-05 | 8.59E-01 | -2.70E-02 | 1.70E+08 | 1.09E+09 | 9.82E+01
Lpm | 50 uA | 7.49E-05 | 6.25E-05 | 4.59E-05 | 1.32E-05 | 7.16E-05 | 8.59E-01 | -2.70E-02 | 1.70E+08 | 1.09E+09 | 9.82E+01
Lpm | 100 4A | 8.19E-05 | 7.48E-05 | 3.23E-05 | 1.40E-05 | 2.55E-05 | 1.07E+00 | -2.49E-01 | 2.10E+08 | 1.05E+09 | 8.10E+01
Lpm | 100 uA | 8.19E-05 | 7.48E-05 | 3.23E-05 | 1.40E-05 | 2.55E-05 | 1.07E+00 | -2.49E-01 | 2.10E+08 | 1.05E+09 | 8.10E+01
Lpm | 100 uA | 8.94E-05 | 9.15E-05 | 1.87E-05 | 5.33E-06 | 3.16E-05 | 8.73E-01 | 8.79E-03 | 1.40E+08 | 2.78E+09 | 5.57E+01
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Figure 4.6: Pareto Front for six combinations of V Mg optimized by MOEA/D
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Figure 4.8: Pareto Front for six combinations of V' F'4 optimized by NSGA-II
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Figure 4.10: Pareto Front for six combinations of V F- optimized by NSGA-II
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Figure 4.12: Pareto Front for six combinations of V M p optimized by NSGA-II
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Figure 4.13: Pareto Front for six combinations of V M optimized by NSGA-II

4.2 Second Stage

From First Stage it were selected five circuits to be optimized: three voltage followers (V Fy,
V Fp and V F) and two voltage mirrors (V M4, and V Mp) in different bias conditions and
with different transistor lengths, in this manner scoping the results is possible to choose the
bests designs . In Fig. 4.1 are shown these selected circuits which are going to be optimized
by NSGA-II and MOEA/D, each of the five circuits will be under the same bias conditions
(Iyey = 50pA) and the same transistor length (1m).

4.2.1 Analysis types

In this part it were selected the five circuits only biased with Iref = 50uA and L = 1um
then over 50 generations NSGA-II and MOEA/D are going to optimize them. Both methods are
going to be used under the same parameters (number of population, number of generations and
genetic operators) but it will be made changes to both methods to scout theirs behaviors under
different algorithm conditions like genetics operators and in case of MOEA/D using Weighted
Sum Approach and Tchebycheff Approach. Each optimization will be ran 5 times and by
comparing both methods the objective is to know under which conditions works better each

one, then this task will be done as follows:
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I.- MOEA/D (with Tchebycheff Approach) and NSGA-II with DE
II.- MOEA/D (with Tchebycheff Approach) and NSGA-II with basic cross-over/mutation

III.- MOEA/D (with Weighted Sum Approach) with DE and MOEA/D (with Weighted Sum

Approach) with basic cross-over/mutation

4.2.2 MOEA/D (with Tchebycheff approach) and NSGA-II with DE

Here, the optimization will be made by generating offsprings with DE genetic operator, the

parameters for both methods are the same:
- N=50.
- Number maximum of loops=50.
- DE [29] like genetic operator.
- Lower limit of variables 0.35um and Upper Limit of variables 300um.
- Generation of initial population randomly between Lower and Upper Limit.
- Optimize three objectives: gain, band width and offset.

- Constraint: every transistor in saturation condition.

Tchebycheff Approach (TE) in MOEA/D.

In Fig. 4.14 are the comparative results for each circuit where it was used DE like genetic

operator for 50 generations :

4.2.3 MOEA/D (with Tchebycheff approach) and NSGA-II with basic cross-over/mutation

Here, the optimizatin will be made by generating offsprings with basic cross-over/mutation

genetics operator, the parameters for both methods are the same:
- N=50.
- Number maximum of loops=50.

Basic cross-over/mutation.

Lower limit of variables 0.35um and Upper Limit of variables 300um.

Generation of initial population randomly between Lower and Upper Limit.

Optimize three objectives: gain, band width and offset.

Constraint: every transistor in saturation condition.
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NSGA-Il for VFA (DE) MOEAID (TE) for VFA (0E)

(a) N-DE for VF 4 (b) MTE-DE for VF 4

NSGA-Il for VFB (DE) MOEAID (TE) for VFB (DE)

(c) N-DE for VFp (d) MTE-DE for VF g

NSGA-II for VFC (DE) MOEAID (TE) for VFC (DE)

(¢) N-DE for VF¢ (f) MTE-DE for VF¢

NSGA-II for VMA (DE) MOEA/D (TE) for VMA (DE)

(g) N-DE for VM4 (h) MTE-DE for VM 4

NSGA-I for VMB (DE) MOEAID (TE) for VMB (DE)

(i) N-DE for VMp (j) MTE-DE for VMg

Figure 4.14: NSGA-II and MOEA/D over 50 generations using DE
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- Tchebycheff Approach (TE) in MOEA/D.

In Fig. 4.15 are the comparative results for each circuit where it was used cross-over/mutation

like genetic operator for 50 generations :

424 MOEA/D (weighted sum approach) with DE and MOEA/D (Weighted

Sum Approach) with basic cross-over/mutation

In this part now is going to be analyzed MOEA/D but this time using Weighted Sum Approach

with DE and with basic cross-over/mutation, and the parameters are:
- N=50.
- Number maximum of loops=50.
- Lower limit of variables 0.35um and Upper Limit of variables 300um.
- Generation of initial population randomly between Lower and Upper Limit.
- Optimize three objectives: gain, band width and offset.
- Constraint: every transistor in saturation condition.

- Weighted Sum Approach (WS) in MOEA/D.

In Fig. 4.16 are the comparative results for each circuit where it was used cross-over/mutation

like genetic operator for 50 generations :

4.2.5 Comparative between performances

In this part it has been measured C'-Metrics for all performances and their variations used in
the last optimization were optimized five different circuits: VFy4, VFEg, VFco, VM4, VMp.
Then in each case is possible to know the behavior of each one of the optimizing methods used
in this work to compare with each other. In Tables 4.19 to 4.23 are shown the C-Metrics for
all cases for each circuit where N-DE, MTE-DE , N-CR, MTE-CR , MWS-DE and MWS-TE

represent each performance used:
- N-DE represents NSGA-II performance with DE as genetic operator.
- MTE-DE represents MOEA/D performance with Tchebycheff (TE) approach and DE as

genetic operator.

- N-CR represents NSGA-II performance with basic cross-over and mutation as genetics op-

erators.
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NSGA-Il for VFA (cross-over] imut) MOEA/D (TE) for VFA (cross-over fmut)

(a) N-CR for VF 4 (b) MTE-CR for VF 4
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erimut) MOEA/D (TE) for VFB (cross-over/mut)

1

(¢) N-CR for VF (d) MTE-CR for VF

NSGA-II for VFC (cross-overfmut) MOEAVD (TE) for VFC (cross-overimut)

(¢) N-CR for VF¢ (f) MTE-CR for VF¢

NSGA-II for VMA (cross-over/mut) MOEAID (TE) for VMA (cross-over/mut)

(g) N-CR for VM 4 (h) MTE-CR for VM 4

NSGA-II for VMB (cross-over/mut) MOEAID (TE) for VMB (cross-over/mut)

(i) N-CR for VM p (j) MTE-CR for VM p

Figure 4.15: NSGA-II and MOEA/D over 50 generations using cross-over/mutation
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Figure 4.16: MOEA/D with Weigthed Sum over 50 generations using DE and cross-over/mutation
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- MTE-CR represents MOEA/D performance with Tchebycheff (TE) approach and cross-

- MWS-DE represents MOEA/D performance with Weighted Sum (WS) approach and DE

- MWS-CR represents MOEA/D performance with Weighted Sum (WS) approach and cross-

is shown the interplay between the objective functions (Gain, BW and Offset).

CHAPTER 4. CIRCUIT OPTIMIZATION
Table 4.19: Comparative Table of C-Metric for each performance for VF 4
N-DE | MTE-DE | N-CR | MTE-CR | MWS-DE | MWS-CR
N-DE 0 0.863 1 1 1 0.845
MTE-DE | 0.983 0 1 1 1 0.845
N-CR 0.027 0.004 0 0.012 0.024 0
MTE-CR | 0.300 0.020 1 0 1 0.017
MWS-DE | 0.190 0.020 1 0.964 0 0
MWS-CR | 0975 0.827 1 1 1 0
AVERAGE | 0.413 0.289 0.833 0.663 0.671 0.284
Table 4.20: Comparative Table of C'-Metric for each performance for VFp
N-DE | MTE-DE | N-CR | MTE-CR | MWS-DE | MWS-CR
N-DE 0 0.885 1 0.896 0.858 0.483
MTE-DE | 0.829 0 0.994 0.819 0.596 0.297
N-CR 0.432 0.180 0 0.333 0.231 0.136
MTE-CR | 0941 0.880 1 0 0.700 0.525
MWS-DE | 0.965 0.880 1 0.896 0 0.602
MWS-CR | 0.516 0.369 0.624 0.559 0.596 0
AVERAGE | 0.614 0.532 0.770 0.584 0.497 0.340

over and mutation as genetics operators.

as genetics operators.

over and mutation as genetics operators.

It were selected the only one performance for each circuit and have made a 3x3 plot where
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Table 4.21: Comparative Table of C'-Metric for each performance for VF¢

N-DE | MTE-DE | N-CR | MTE-CR | MWS-DE | MWS-CR

N-DE 0 0.039 0.867 1 1 0.287

MTE-DE 1 0 1 1 1 0.495
N-CR 0.173 0 0 0.310 0.644 0
MTE-CR | 0.083 0.006 0.489 0 0.966 0
MWS-DE | 0.048 0 0.178 0.103 0 0
MWS-CR 1 0.148 1 1 1 0

AVERAGE | 0.384 0.032 0.589 0.569 0.768 0.130

Table 4.22: Comparative Table of C'-Metric for each performance for VM 4

N-DE | MTE-DE | N-CR | MTE-CR | MWS-DE | MWS-CR
N-DE 0 0 0 0 0 0.364
MTE-DE | 0.566 0 0 0 0 0
N-CR | 0977 | 0.500 0 0.073 0.231 0.091
MTE-CR | 0977 | 0.750 | 0.827 0 0.794 0.091
MWS-DE | 0987 | 0.583 | 0962 | 0.758 0 0.455
MWS-CR | 0.107 | 0.667 0 0 0 0
AVERAGE | 0.602 | 0417 | 0298 | 0.138 0.171 0.167

Table 4.23: Comparative Table of C'-Metric for each performance for VM p

N-DE | MTE-DE | N-CR | MTE-CR | MWS-DE | MWS-CR

N-DE 0 0.174 0.065 0.442 0.168 0.532

MTE-DE | 0.591 0 0.006 0.083 0.084 0.532

N-CR 0.969 0.174 0 0.392 0.721 0.532

MTE-CR | 0916 0.261 0.806 0 0.589 0.532

MWS-DE | 0916 0.435 0.871 0.817 0 0.532
MWS-CR | 0.819 1 0.815 0.900 0.616 0

AVERAGE | 0.702 0.341 0.427 0.439 0.363 0.443
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Chapter 5

CURRENT CONVEYOR
OPTIMIZATION

In this chapter the proposed optimization system will be applied on three different current con-
veyors: the first one is a first generation direct current conveyor (DOCCI), the second one is
a second generation direct current conveyor (DOCCII) and the other one is a third generation
inverse current conveyor (DOICCIII). The selected circuits has four ports, then there is a resis-
tance in each terminal so this time the objective will be to improve these four resistances (r,, 7y,
r.+ and r,_) but ensuring saturation conditions in all transistors and a closer unity gain in each
terminal too (AV;, AI,, Al and AI,_). The way to include these gains by including them as

constraints in the optimization process but only for DCCII one gain is included as objective.

Due to the complexity of the circuits this time all the optimization process will be made with
DE operator for NSGA-II and MOEA/D engine, conserving all the rest of parameters like was
exposed in 3.3. In all circuits the length for all transistors is 1um, I,y is 50p.A and the number

of solutions are eighty four over 50 generations.

5.1 DOCCI optimization

This circuit is a double output direct first generation current conveyor and it is made by joining
a voltage follower and a double current mirror like is shown in Fig. 5.1. The behavior of this

circuit is described by the next equations:

o Vx =Vy

67
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Figure 5.1: Double Output Direct First Generation Current Conveyor (DOCCI)

o Iy =Ix
o Iz, =Ix
o Iy =-Ix

For this circuit all NMOS transistors have the same width and the PMOS have the same

width too. In this manner Table 5.1 shows the transistors who are affected for which variable.

Table 5.1: Variables for DOCCI in optimization process

Variable Name Transistors
7% MA, MAs, ..., MAg , M1 M3
Wy MBq, MBs, ... MBg, M2 M4

The optimization process has the task to improve the terminal resistances in X, Y, Z+ and
Z- conserving saturation conditions in all transistors and a closer unity gain in each terminal.
After the optimization process is possible to see the results in Figs. 5.2, 5.3 and 5.4 after 50
generations, where b), ¢) and d) items are the relationship between all objective functions with
the first objective function (Rx), e), g) and h) items are the relationship between all objective

functions with the second objective function (Ry), i), j) and 1) items are the relationship be-
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tween all objective functions with the third objective function (Rz), m), n) and o)items are
the relationship between all objective functions with the fourth objective function (Rz_). In

items a), f), k) and p) are histograms of the population over the solution space.
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It is possible to select the best solution for each case: NSGA-II applying DE (N-DE),
MOEA/D with Tchebycheff Approach applying DE (MTE-DE) and MOEA/D with Weighted
Sum Approach applying DE (MWS-DE) and compare the results for the four objectives (1, 7y,
7.+ and 7,_) , the constraints ((AV,, Al,, Al and AI,_)) and some others parameters such
as Band Width (BW) and Offset. Then in Table 5.2 is possible to see all these results:

Table 5.2: Best Performances for each method for DOCCI

H Method \ wi \ w2 \ Port \ Resistance \ Gain BW Offset
X | 669.61610 099 (%) | 64929 MHz | -0.88872mV
& Y | 81.6413KQ | 1.0196 (L) | 59.226 MHz | -1.9518 pA
- 986.68 um | 160.66 pm !
z Z+ | 291.7468 KQ | 1.0110 () | 54970 MHz | -1.0326 pA
Z- | 281.3263 KQ | -1.0544 (1) | 39.480 MHz | -0.89686 ;A
N X | 571.3755Q | 099247 (%) | 81.291 MHz | -1.1018 mV
A Y | 83.6698 KQ | 1.0250 (1) | 57.264MHz | -2.3029 pA
s 242.6 um | 42.091 pm !
S Z+ | 263.9356 KQ | 1.0217 (1) | 55034 MHz | -0.60497 pA
Z- | 281.3263 KQ | -1.0679 (L) | 41.0751 MHz | -0.82650 ;A
o X 653.872Q | 0.99115 (¥) | 77.448 MHz | -0.98917 mV
2 Y | 825407 KQ | 1.0213 (1) | 65376 MHz | -2.015 A
2| 22665 um | 2223 um I
g Z+ | 28504 KQ | 10155 (1) | 61.442MHz | -0.84464 pA
Z- | 274.2025 KQ | -1.0577 (L) | 45.061 MHz | -0.87884 ;A

5.2 DOCCII optimization

This circuit is a double output direct second generation current conveyor and it is made by
joining a voltage follower and a current mirror like is shown in Fig. 5.5. The behavior of this

circuit is described by the next equations:

o Vx =Vy
e Iy =0

o Iz =1Ix
o [, =—-Ix

For this circuit all NMOS transistors have the same width and the PMOS have the same

width too. In this manner Table 5.3 shows the transistors who are affected for which variable.
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Table 5.3: Variables for DOCCII in optimization process

Variable Name Transistors
Wy MA{, MA,, ..., MAg , M1 M3
W MB1, MBs, ..., MBg, M2 ,M4
Vdd

ST R P s
e I P [
h

[ a

;I fl I; ;I e IL7 FJF—\

Figure 5.5: Double Output Direct Second Generation Current Conveyor (DOCCII)

IE

(\D "

[&]

The optimization process has the task to improve the terminal resistances in X, Z+, Z- and
as a fourth objective is included the gain in terminal X (Ay x) conserving saturation conditions
in all transistors and a closer unity gain in the rest of terminals. After the optimization process
is possible to see the results in Figs. 5.6, 5.7 and 5.8 after 50 generations, where b), ¢) and d)
items are the relationship between all objective functions with the first objective function (Rx),
e), g) and h) items are the relationship between all objective functions with the second objective
function (Ay x), 1), j) and 1) items are the relationship between all objective functions with the
third objective function (Rz4), m), n) and o)items are the relationship between all objective
functions with the fourth objective function (Rz_). In items a), f), k) and p) are histograms of

the population over the solution space.

It is possible to select the best solution for each case: NSGA-II applying DE (N-DE),
MOEA/D with Tchebycheff Approach applying DE (MTE-DE) and MOEA/D with Weighted
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Figure 5.8: MWS-DE Approach for DOCCII
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Sum Approach applying DE (MWS-DE) and compare the results for the four objectives (r,
Ay, 7,4 and r,_), the constraints (Al,, Al and AI,_)) and some others parameters such as

Band Width (BW) and Offset. Then in Table 5.4 is possible to see all these results:

Table 5.4: Best Performances for each method for DOCCII

H Method ‘ Wi ‘ w2 ‘ Port ‘ Resistance ‘ Gain ‘ BW Offset H

- X 637.1473Q | 0.99125 (1) | 117.59 MHz | -2.2060 mV
2 74776 pm | 72.945 pm | Z+ | 264.8563 KQ | 1.0240 (1) | 90.763 MHz | 2.09 nA

Z- | 252.7134 KQ | -1.0702 (%) | 63.965 MHz | -697.47 nA
A X 668.4148Q | 0.99025 (1) | 123.14 MHz | -0.90431 mV
gﬁ 60.742 pm | 61.722 um | Z+ | 267.2798 KQ | 1.0223 (%) | 102.06 MHz | 8.825 nA
= Z- | 255.6926 KQ | -1.0658 (1) | 72.026 MHz | -747.65 nA
= X 714.02479 0.987 ({;) | 132.47MHz | 4.2685 mV
g' 40.288 pm | 46.768 um | Z+ | 261.7766 KQ | 1.0186 (4) | 127.55MHz | 22.93 nA
p Z- | 251.6469 KQ | -1.0569 (%) | 90.203 MHz | -887.07 nA
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5.3 DOICCIII optimization

This circuit is a double output inverse third generation current conveyor and it is made by joining
a voltage mirror, a current mirror and a current follower like is shown in Fig. 5.9. The behavior

of this circuit is described by the next equations:

o Vx =-Vy
o Iy =—-Ix
o Iz, =1Ix
o [, =—-Ix

In this circuit is going to test six variables so Table 5.5 shows the transistors who are affected

for which variable.

Table 5.5: Variables for DOICCIII in optimization process

Variable Name Transistors
Wh MA, M A, ..., MAg , M1 M3
Wy MBy, MBs, ..., MBy,M2 M4
W3 MC
Wy MD
Ws MA
We MB

The optimization process has the task to improve the terminal resistances in X, Y, Z+ and Z-
conserving saturation conditions in all transistors and a closer unity gain. After the optimization
process is possible to see the results in Figs. 5.10, 5.11 and 5.12 after 50 generations, where
b), ¢) and d) items are the relationship between all objective functions with the first objective
function (Rx), e), g) and h) items are the relationship between all objective functions with the
second objective function (Ry), i), j) and I) items are the relationship between all objective
functions with the third objective function (Rz4.), m), n) and o)items are the relationship be-
tween all objective functions with the fourth objective function (Rz_). In items a), f), k) and

p) are histograms of the population over the solution space.

It is possible to select the best solution for each case: NSGA-II applying DE (N-DE),
MOEA/D with Tchebycheff Approach applying DE (MTE-DE) and MOEA/D with Weighted
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Figure 5.9: Double Output Inverse Third Generation Current Conveyor (DOICCII)

Sum Approach applying DE (MWS-DE) and compare the results for the four objectives (7, ry,
7.4+ and 7,_) , the constraints ((AV,, Al,, A, and AI._)) and some others parameters such
as Band Width (BW) and Offset. Then in Table 5.6 is possible to see all these results:
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Chapter 6

CONCLUSIONS

In this work was applied two evolutionary algorithms (NSGA-II and MOEA/D) to perform
multi-objective optimization of analog circuits including constraints like saturation conditions
in the transistors, gain and/or offset. The proposed optimization system works on a MATLAB

code and is able to link SPICE to measure performances.

The first step was to develope two multi-objective engines: NSGA-II and MOEA/D and test
them on test functions, so that it was possible to have a priori idea of their advantages and disad-
vantages. In Section 2.6 it is possible to see the results of both techniques and how MOEA/D has
a better convergence to the Pareto front, however NSGA-II has less distance among the found
points and sometimes, for constraints functions NSGA-II can achieve points where MOEA/D

could not.

Then a MATLAB-based system was developed for circuit optimization, adding to the initial-
izing process the possibility to set the maximum and minimum limit of each variable, where
the variables are the transistors widths, starting on test it on small circuits as voltage followers
and voltage mirrors with NSGA-II and MOEA/D methods for three objective functions: gain,
band width and offset. Afterwards, in Section 4.1 the system was tested on six different circuits
biased in different ways with the objective to know which biasing is the best. In Tables 4.7-4.18
are selected, for each circuit and for both optimization methods the three best found solutions to
have a better idea about the optimization process, because there are only three objective func-
tions but the remain parameters where included as constraints, then it is possible to see how
the process improve their objectives without neglecting other parameters like input and output

resistances and the transistors widths are under feasible limits. So this process showed how
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a current bias of 50uA and a transistor length of 1um presented better performance than the
others. It is important to say that in Tables 4.7-4.18 were selected the best solutions in each one
of the objective functions, then it could be possible that the others parameters are not the best
because the objective of listing that values is to select which bias could be improved in a later

section.

Once that was selected the best biasing in Section 4.2 it is made other optimization process
but this time deeper because the number of generations are 50 now and for five runs, and us-
ing two different genetic operators (DE and basic corss-over/mutation) to create offspring and
same like its previous section the number of variables are from two to nine and with the same
three objective functions (gain, band width and offset). In Figs. 4.14-4.16 are depicted each
one of the performances in scatter plots where it is possible to see their behavior and it is pos-
sible to see how the best results become from the DE operator for NSGA-II and MOEA/D with
Tchebycheff approach and between these two methods MOEA/D seems the best to built Pareto
fronts however, again like was said before NSGA-II achieve solutions where MOEA/D not. It
is important to say that in Tables 4.19-4.23 was collected all results from the 5 runs and the
metric was measured with all these solutions, here , despite MWS-CR does not build a spread
Pareto front can reach to N-DE and MTE-DE performances because their dominate percentage

is similar.

Finally, the optimization system was tested on current conveyors which include voltage fol-
lowers, voltage mirrors, current followers and/or current mirrors and the number of variables
is from two to six but this time for four objective functions (resistances in each port and gain
for DOCCII). In this manner it is possible to have an idea about the behavior of the system
with a circuit with more than one port (three and four ports). For the optimization was selected
only three methods (N-DE, MTE-DE and MWS-DE) over 50 generations. Being four objective
functions is a difficult task to explore the results, but it is possible to see the interaction among

the objectives.

For DOCCI, Fig. 5.2 shows how N-DE has a better Pareto front than the others two methods,
but in Figures 5.3 and 5.4 is depicted how a lot number of solutions are around the best values of
each objective. For DOCII the solutions are spread in three methods but N-DE (Fig.5.6) build a
better uniform Pareto front than the others (Fig.5.7 - 5.8). DOICCIII is the circuit which has the

largest number of variables in that section but this time MWS-DE seems to be the best solution
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for the Pareto front and not only this, in Table 5.6 it is possible to find the best parameters if
are compared with the other two methods. In Tables 5.2-5.6 is possible to see how objectives

where optimized however as constraints as variables were preserved into acceptable limits.

In Tables 5.2, 5.4 and 5.6 were selected by hand some of the best solutions because the system
find a lot of solutions closer to the Pareto front, then to select a solution is a hard task because
there are a lot of solutions which offer alternatively other good solutions so that this selection is

a future work.

In this manner, it have been tested the proposed system and the results were into the set limits
and the objective functions were improved, with the possibility to choose among a lot of solu-
tions which meet the set requirements, it is clear that it is possible to find satisfactory results with
NSGA-II or MOEA/D and in the case of MOEA/D, it is possible that works better Tchebycheff
or weighted sum approaches how was said before. The time consumption between NSGA-II
and MOEA/D is completely different as it was widely exposed in literature [7, 27, 26]. Other
advantage of the system for both methods is that it is not necessary to set initial values, the first

generation is made randomly over the space defined for the limits previously specified.

In the future work, there are a lot of options, even with this system is possible varying the
parameters such: number of solutions, limits of variables, parameters of genetics operators, and
surely the results could be similar or even could be improved. In the other hand, exist a lot of
other options for multi-objective optimizations which could be explored to compare them and

may be mixed to improve the optimization performance of more complex analog circuits.
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